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Foreword 
 
Annual  Conferences  on  Cyber  Conflict,  organised  by  the  NATO 
Cooperative  Cyber Defence  Centre  of  Excellence  (CCD  COE)  every 
summer  in  Tallinn,  have  become  regular  events  bringing  together 
international experts from all fields of cyber security. 
  
The 2011 3rd International Conference on Cyber Conflict (ICCC 2011) 
is  the  continuation  of  last  year’s  CCD  COE  Conference  on  Cyber 
Conflict. Since NATO CCD COE is aiming to continuously improve the 
quality of its annual conferences, in 2011 we have selected IEEE as a 
technical  co‐sponsor  of  this  event.  Academic  papers  that  have 
passed  a  strict  double‐blind  peer  review  following  the  quality 
standards of IEEE conferences will be published in print and digitally 
by  IEEE, and thus,  increase  ICCC’s  footprint  in  the academic world. 
Future  Centre’s  conferences  are  planned  to  carry  forward  and 
extend this good relationship with IEEE.  
 
To  support  CCD  COE’s  mission  of  enhancing  cooperation  and 
information sharing between NATO, NATO nations and private and 
public  players  in  the  cyber  domain,  the  2011  3rd  International 
Conference  on  Cyber  Conflict  serves  as  a  knowledge  and  network 
hub  for  technology  experts,  national  security  thinkers,  lawyers 
interested  in  cyber  conflicts  and  experts  of  other  closely  related 
areas.  
 
In 2011 the conference focuses on defensive and offensive aspects 
of  Cyber  Forces,  combining  different  views  on  cyber  defence  and 
operations  in current  threat environments. This  is not  limited  to a 
military perspective, but  it also covers  legal, strategic and technical 
perspectives on equal grounds. 
 
The  different  aspects  of  the  cyber  domain  are  discussed  in  two 
tracks: 1) Concepts, Strategy & Law and 2) Technical Challenges & 
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Solutions.  The  academic  papers,  combined  with  presentations 
delivered  by  distinguished  world‐class  experts,  are  presented  in 
respective tracks.  
 
Issues to be tackled  in the Concepts, Strategy & Law track  include: 
legal  and  strategic  aspects  related  to  deterrence  in  cyberspace, 
involvement  of  conscripts  in  case  of  cyber  conflicts  and  the 
implementation  of  cyber  offensive  capabilities  in  NATO,  national 
aspects of Russia and Sweden with regards to their cyber forces, and 
a case of data leakage in deployed theatres presented. 
 
The  Technical  Challenges  &  Solutions  track  covers  a  variety  of 
different  technical  disciplines,  reflecting  the  complexity  of  cyber 
defence in its technical implementation. The prospects of enhancing 
cyber defence  capabilities by  the use of Artificial  Intelligence,  and 
ideas  for  improved Early Warning and  Intrusion Detection Systems 
are  presented,  to  be  supplemented  by  a  proposal  on  how  to 
preserve  organisational  privacy  in  intrusion  detection  log  sharing. 
Efforts needed for acquiring and setting up botnets and on the other 
hand taking them down are compared and discussed, providing an 
insight  in one of the major current threats. Additionally, a radically 
different way of fighting cyber adversaries – considering them being 
in a virtualized “game board” – is presented.  
 
Many  thanks  to  all  the  people  around  the  globe who  have  been 
involved  in  organizing  the  2011 3rd International  Conference  on 
Cyber  Conflict:  external  Programme  Committee  members,  Track 
Chairs, all the volunteers and of course the lovely CCD COE staff who 
have with enormous efforts made this great event happen again. 
 
Christian Czosseck and Enn Tyugu 
NATO Cooperative Cyber Defence Centre of Excellence 
Tallinn, Estonia 
June 2011 
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About the NATO CCD COE 

The NATO  Cooperative  Cyber Defence  Centre  of  Excellence  (NATO  CCD 

COE) is the 10th Centre of Excellence to gain full NATO accreditation by the 

North Atlantic Council.  

The  Centre’s  mission  is  to  enhance  capability,  cooperation  and 

information  sharing  among  NATO,  NATO  nations  and  partners  in  cyber 

defence. Located  in Tallinn, Estonia,  the Centre  is an  international effort 

that currently includes Estonia, Germany, Hungary, Italy, Latvia, Lithuania, 

the  Slovak Republic  and  Spain  as  Sponsoring Nations.  The Centre  is not 

part  of NATO  command  nor  is  it  funded  by NATO  budget.  Instead  it  is 

directed,  tasked  and  funded  by  the  Steering  Committee  consisting  of 

representatives of the above mentioned Sponsoring Nations.  

The  Centre  has  taken a  NATO‐oriented,  interdisciplinary  approach  to its 

focus  areas.  The work  of  the  Centre  is  based  on  extensive  information 

exchange, co‐operation with NATO and NATO states as well as academia 

and the private sector.  

NATO CCD COE’s key activities include organising and providing support to 

cyber defence exercises, organising conferences and workshops, delivering 

courses and trainings, conducting academic research on narrowly selected 

fields, working on  legal and policy  issues touching the cyber domain, and 

studying  national  cyber  security  strategies  as  well  as  wider  strategic 

concepts and their applicability to the cyber domain. 
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ICCC 2011 Programme Committee 

In 2011, about 40% of the content presented throughout the conference is 

based on academic papers, which are included in these proceedings. These 

submissions had passed a double‐blind peer review process following the 

quality standards for IEEE sponsored conference and were finally approved 

by  the  international  Program  Committee.  This  year  about  40%  of  all 

submissions were finally accepted. 

To respect the  interdisciplinary nature of cyber security and defence, this 

year’s  conference  articulates  itself  in  two  parallel  tracks,  Concepts, 

Strategy & Law, and Technical Challenges & Solutions, which also reflects 

in the co‐chaired Programme Committee.  

Conference Organisers 
 
Conference Chair: 
Col. Ilmar Tamm 
Director of Cooperative Cyber Defence 
Centre of Excellence (CCD COE) 
 
Publication Chair:       Publicity: 
Capt. Christian Czosseck       Ms. Liisa Tallinn 
 

Local Arrangement:       Treasurer: 
Mr. Raivo Terve and Ms. Leelet Nellis    Ms. Piret Ilves 
 

Program Committee: 
 
Program Committee Co‐chairs: 
Prof. Thomas Wingfield,      Prof. Enn Tyugu, 
George C. Marshall European Center    NATO Cooperative Cyber Defence Centre of 
for Security Studies,          Excellence and  
Germany           Tallinn University of Technology, 
          Estonia 

Track Chairs: 
Lt.Col. Marco de Falco and Mr. Kenneth Geers  Mr. Rain Ottis and Ms. Eneken Tikk 
Technical Challenges & Solutions Track    Concepts, Strategy and Law Track 
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Abstract- This paper examines legal issues that could arise from utilizing a civilian 
cyber defense corps to defend a nation-state and its assets from cyber attacks.  We use 
Estonia’s Cyber Defense League as an analytical device, and we examine issues that 
may arise under the CDL as it is currently configured and as it might be configured. 
Our analysis focuses on ten specific issues. We argue that the nature and inherent 
ambiguity of cyber war will require a reserve corps of IT specialists who can be 
conscripted if there is a substantial likelihood that a cyber attack will materially 
disrupt the public order. We also consider the practical and legal aspects of the criteria 
to be used to select conscripts and factors that will affect the duration of conscription.   

Of course, IT specialists do not work in isolation from the intellectual property and 
other IT assets owned by their private sector employers.  The paper analyzes the issues 
raised by this symbiosis, including the risk that employers and other owners of assets 
will be treated as combatants by the cyber attacker, the potential legal issues created 
by the intellectual property rights of licensors, the potential unintended consequences 
affecting competition as conscripts defend a competitor of their private sector 
employer, and the privacy rights of third parties in data necessarily disclosed as part of 
defense activities.  Finally, we consider whether the use of IT assets by conscripts 
entitles the asset-owners to compensation for the government’s taking of their property 
and whether traditional notions of conscientious objection apply to cyber warfare.  

Keywords: conscript, conscription, cyber conflict, cyber warfare, combatant, non-
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I. INTRODUCTION 
In an article published in 2010, we analyzed the permissibility of conscripting 
civilians into a cyber war initiative under United States law [1]. Our premise was 
that conscription might be necessary if the government could not attract sufficient 
technological expertise to protect the public interest. Conscription, in other words, 
would allow the government to obtain the services of IT specialists who declined to 
assist in defending cyber conflicts because they determined they would be better 
off in private employment even if cyber attacks were successful.  
 
In this article, we explore the legal and practical issues that are likely to arise when 
a country embarks on what we refer to as cyber conscription. Our analysis includes 
not only issues affecting the conscripts but also those who own the IT assets that 
conscripts would employ in the course of their duties. 
 
We use Estonia’s newly-created Cyber Defense League (CDL) as an analytical 
device [2]. We examine issues that may arise under the CDL as it is currently 
configured, and as it might be configured. Our analysis focuses on ten issues, each 
of which is examined below.  

II. CONSCRIPTION FOR ATTACK-PREPARATENDESS OR 
DEFENSE 
Since cyber attacks are inherently ambiguous in terms of source, intent, scope and 
duration, it is reasonable to assume that a cyber conscription program will be 
anticipatory, i.e., will be implemented before attacks occur or are expected. That 
brings us to the nature of the attacks: Based on what happened in Estonia in 2007 
and in similar attacks, we believe it is reasonable to assume that cyber assaults will 
be of relatively limited duration, as opposed to the sustained assaults that have 
characterized kinetic warfare.  
 
We based this assumption on several factors, one of which is that, unlike kinetic 
warriors, cyber attackers do not have to be physically present on the targeted state’s 
territory; kinetic attacks tend to be prolonged because they are part of a zero-sum 
struggle to achieve a certain objective, e.g., gain control of territory, and because 
they are predicated on a mobilization of men and materiél. Cyber attackers operate 
remotely, and may have very different objectives; an attack, or series of attacks, 
may be the objective in and of itself. The attackers’ goal may simply be to take 
targeted systems offline for some period of time, to demonstrate their ability to do 
so and/or the victim state’s inability to prevent them from doing so, either of which 
could undermine the victim state’s security.  
 
For these and other reasons, we believe the appropriate model for cyber 
conscription is an as-needed force -- a version of the “National Guard” or “reserve” 
forces that are formed and trained before need arises and are “called up” to active 
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service when the need does arise [1]. As we note below, from what we know of the 
CDL, it seems to conform to this model.  

III. WHEN SHOULD CONSCRIPTS BE ACTIVATED? 
The inherent ambiguity of cyber conflict also raises the issue as to the appropriate 
criteria for activating conscripted reserves. The argument could be made that 
military forces should not be used for “mere law enforcement” because that is the 
role of local police. Under this argument, cyber conscripts should not be activated 
unless there is clear evidence of a nation-state sponsored attack. Unfortunately, 
experience shows that the actual sponsor and even the source of an attack will 
remain ambiguous long after the attack has ended. Therefore, a presumption 
against nation-state involvement would typically render use of conscripts 
ineffective.  
 
We believe that a better analog is the use of national guards or reserve militia to 
enforce domestic laws in times of riot and other civil unrest. Activation in these 
circumstances is justified on the ground that the police force would not able to 
maintain public order without additional resources. Applying that approach to 
cyber defense might suggest that the conscript reservists should be activated if 
there is a substantial likelihood of a material disruption of the public order. For 
example, reservists would not be activated to defend attacks on non-essential 
services where the only potential losses are economic – such as an attack on large 
e-commerce sites, but would be activated where life or health were jeopardized – 
for example power grids, water supplies or medical facilities.  

IV. CONSCRIPT SELECTION AND QUALIFICATIONS 
When the U.S. Army drafted Elvis Presley in the 1950s, it was not for his singing 
voice and when it drafted Muhammad Ali in the 1960s, it was not for his boxing 
skills. Conscription has historically been a levee en masse or a lottery, not a 
targeted selection of individuals with specialized talents to perform particular 
functions. That aspect of conscription derives from the fact that until recently, 
massed manpower was the predominant engine of warfare.  
 
The engines of cyber warfare are very different, which means the selection process 
must entail much more detail than the typical “draft registration” – name, age, 
address, education, physical condition and occupation. Conscripting IT personnel 
would require more detailed information about education and work experience, 
including familiarity with various platforms, software and industries. This means 
the selection process would require much more effort and planning on the part of 
the government and more response effort from the potential conscript. 
 
Since complex IT functions generally require teams of professionals to coordinate 
their efforts, cyber defense would be most effective if entire “squadrons” were 
conscripted at the same time. Thus, conscription might be conducted by drafting 
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the workforce of a particular corporation or government agency. (Even government 
employees must be conscripted since they would otherwise be free to terminate 
their employment with the government and avoid service.) As we explain below, 
depending on how it is structured, such conscription could raise competitive and 
equitable considerations. 
 
Similarly, the nature of cyber attacks will likely require a certain degree of 
specialization reflecting the IT structures and practices of specific industries. For 
example, IT specialists employed by financial institutions are unlikely to have the 
knowledge to respond to attacks on the electrical grid. Prompt and effective 
defense would, instead, require conscription of specialists who are responsible for 
designing and maintaining parts of the grid. Therefore, the conscription program 
may require more sophisticated organizational structures to ensure that specialized 
talents can be employed to their highest and best use as attacks affect different 
industries and locales. For example, command structures might have to adopt non-
traditional approaches involving dual reporting according to both expertise and 
industry experience. 

V. DURATION OF CONSCRIPTION 
According to reports, the CDL is currently a voluntary “cadre of computer 
specialists” who will defend Estonia’s computer infrastructure [2]. Since the CDL 
is part of the Defence League, we assume CDL members occupy a status analogous 
to that of members of the National Guard or reserve forces of other countries. That 
is, we assume CDL members can be called up to active military service, which in 
this context would involve cyber conflict.  
 
If that is true, CDL members, like members of analogous units established in other 
countries, can presumably qualify as combatants under Article 4 of the Third 
Geneva Convention [3]. That is, members of a CDL-type cyber reserve force (i) 
will become combatants when they are called to duty and (ii) will otherwise 
occupy the status of civilian noncombatants [3], [4]. 
 
This dichotomous status generally proves unproblematic in the context of real-
world warfare. In kinetic warfare, a reservist’s status shifts from civilian to 
combatant when he is called to duty, and persists as long as he is on active duty 
with the military. The period of active duty is likely to last for weeks, months, even 
years. There is, therefore, a defined, temporally stable shift from one status to 
another; the clarity of this shift is enhanced by the fact that the reservist is usually 
summoned to serve his active duty in a location other than that where he lives as a 
civilian, is required to wear a uniform (versus civilian clothes) and engages in 
traditional martial activities.  
 
Like conventional reservists, cyber conscripts will be called to active duty, but the 
nature and duration of that duty will differ from that of traditional reservists. 
Logically, there are two ways to structure the activation of cyber conscripts: One is 
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to activate them when a cyber attack is in progress or is imminent; in this 
alternative, the period of conscription would be coterminous with the length of the 
attack or the attack alert. Once the attack, or the threat of an attack, ended, the 
cyber conscript could be relieved of duty and return to civilian status.  
 
The other option is to have cyber reservists permanently activated, on the not-
unreasonable premise that they may need to respond to cyber attacks with little, if 
any, notice. This option effectively deprives cyber reservists of their civilian status, 
which we believe means it is neither a viable nor a necessary alternative. We do not 
see it as a viable alternative because it would presumably mean that members of a 
CDL-style cyber defense corps were full-time members of the military and, as 
such, unable to accept civilian employment. The countries that elected to 
implement this option would, therefore, deprive themselves of the services of an 
essential cadre of trained computer professionals. Countries bore this burden in 
other wars, such as World War I and World War II, because they had no other 
choice and because the conscription had an end point, i.e., draftees served “for the 
duration of the war” [5]. At this point, it does not appear that cyber conflict will 
have a determined end point, which means that this model of conscription could 
continue indefinitely.  
 
We also do not see this model as a necessary alternative: Since activated cyber 
reservists presumably will not need to don a uniform, travel to a military base, or 
equip themselves with conventional weapons before they can participate in cyber 
defense, the situational activation option should be adequate.  
 
Assuming that the reservist/activation model is adopted, the question arises as to 
how long the individual should be conscripted into reserve status. Given the costs 
of selection and training, there is a strong argument that conscription should be for 
a moderate length of time such as five years. Any longer period might be counter-
productive because the rapid development of IT technology means that the skill 
sets required for effective defense will change rapidly. Therefore, the qualifications 
that led to conscription of a specific professional may not exist after five years, or 
the professional may have changed careers or specialties so that her skills are no 
longer needed. 
 
It is also possible that conscription would not end on the expiration of a definite 
temporal period but on a conscript’s termination of specified employment. This 
would be particularly likely if his conscription arose from his role with a particular 
employer or his involvement with particular IT assets. Since we presume that 
conscription is not cost-free to either the government or the conscript, there would 
be no value in continuing to train and include in defense planning, individuals who 
would not longer be of service. On the other hand, avoiding continued duty as a 
conscript should not be too easily achieved, since the rationale for the conscription 
program is that the government cannot rely on the voluntary cooperation of all 
individuals with requisite skills.  
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VI. SOLDIERS WITHOUT ARMS: THE NECESSITY FOR 
ACCESS TO PRIVATE IT TECHNOLOGY 
One of the empirical distinctions between kinetic warfare and cyber warfare is the 
nature of the conflict: In kinetic warfare, confrontations between the two sides 
occur at a specific physical place; the forces of the respective parties engage in a 
struggle from which one side will emerge victorious. The struggle is conducted 
with conventional weapons, e.g., guns, tanks, explosives, provided by the warring 
states. The confrontations can, and do, occur on the territory of one of the states 
engaged in the conflict, but under the modern laws of war, the warring parties must 
make an effort to shield noncombatants from the struggle.  
 
Cyber warfare is waged in cyber space but can wreak havoc in physical space by 
targeting components of a nation’s critical infrastructure. The weapons used to 
wage cyber warfare differ from those used in conventional warfare in at least two 
ways: They do not involve the use of kinetic force; and they tend to be available to 
the civilian population. We assume that a CDL-style cyber defense force would not 
be composed of civilians with basic computer skills who would use their personal 
computer equipment to participate in cyber warfare.  
 
We assume, instead, that because protecting a nation’s critical infrastructure will be 
the primary objective in defensive cyber warfare, cyber defense forces will be 
composed of professionals employed by organizations that make up that 
infrastructure. In other words, we assume an embedded cyber defense force, one 
whose members can be called to active duty to defend the organizations for which 
they work. It seems reasonable to assume, therefore, that members of a CDL-style 
force will use the organization’s IT systems to defend it.  
 
That would suffice if we were analyzing a system that required infrastructure 
components to defend themselves, and only themselves, from cyber attacks. We, 
though, are analyzing a generalized cyber defense system, which presumably 
means that the employees of Infrastructure Component A would be authorized to 
use that entity’s IT systems to defend it and other components of the nation’s 
infrastructure. This generalized system could be executed in several ways. For 
example, the conscript could use his employer’s IT assets to defend the IT 
according to military orders that differ from or supplement his employer’s orders. 
Or, he could be ordered to defend the assets or business of a competitor of his 
employer, in effect providing benefits to the competitor at no cost to the 
competitor. Or he could be ordered to assist in defending unrelated assets because 
of his knowledge of specific technical issues or his general managerial and 
organizational skills.  
 
This symbiosis between the human capital furnished by conscripts and the 
technology required for effective defense raises many complex issues, some of 
which we will discuss in the following sections. 
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VII. EFFECTS OF HOSTING CONSCRIPTS: POTENTIAL 
COMBATANT STATUS FOR INFRASTRUCTURE OWNERS 
A fundamental issue is the status under international law the owners of IT 
infrastructure whose assets are used by cyber defense corps members in responding 
to attacks. It is likely that most of the individuals or companies that fall into this 
category will be the conscript’s employer. As we saw in § IV, activated members 
of a CDL-style cyber corps will be combatants under the laws of war. The issue we 
take up here is whether the same is true of their employers.  
 
Under Additional Protocol I of the Geneva Conventions, civilians lose their non-
combatant status “for such time as they take a direct part in hostilities” [4]. 
Interpretative guidance for this provision says direct participation consists of 
“specific acts carried out by individuals as part of the conduct of hostilities” 
between warring states [6]. To qualify, such acts must (i) be likely to adversely the 
military operations of a party to the conflict or to injury persons or property, (ii) 
have a direct causal link with the adverse effect or injury and (iii) be specifically 
designed to cause the effect or injury [6]. Merely producing war materiél does not 
constitute direct participation, but a conscript’s use of her employer’s IT assets to 
defend an attack could be interpreted as not mere production of a weapon, but 
actual use of the asset as a weapon, even though it is used solely in defense [7].  
 
In other words, a conscript’s use of her employer’s equipment or intellectual 
property in the course of carrying out her military orders could cause the employer 
to become a combatant and therefore a legitimate target for attack. This latter point 
would be academic if the employer is already under attack, but could present 
important issues when a conscript uses the employer’s assets to defend another 
entity. And the argument that the employer’s role constitutes direct participation in 
hostilities might be inferentially strengthened by the fact that the employer’s 
authorization to the conscript encompasses the repeated use of the equipment for 
military purposes.  
 
Another issue that might arise is whether use of an organization’s computers might 
transform non-cyber corps employees who supported the efforts to repel the attack 
into combatants, on the same premise outlined above.  
 
It is also possible that CDL-style cyber corps members could be activated to defend 
entities other than their own employers. Logically, this could occur in either of 
three ways: The CDL members could travel to another site to launch their 
defensive efforts; they could use their employer’s computers to do so; or they could 
use computers that were in/near their employer’s premises but reserved for cyber 
corps defense activities. The first scenario does not seem practicable if the need to 
respond is immediate; and if the attacks were part of a sustained series of attacks, 
this also might not be a viable option. Utilization of the second scenario would 
presumably raise the issue outlined above, with the additional factor that allowing 
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use of one’s property as a weapon to defend another’s property presents an even 
stronger case for finding combatant status. The third option, thought, would protect 
the employer from combatant status because using cyber corps-dedicated weapons 
would not implicate the CDL member’s employer in the defense of a third party.  
 
Logically, the “direct part in hostilities” issue could arise for another participant in 
any cyber war effort: the Internet Service Providers (ISPs). Since we are 
postulating a civilian-staffed cyber corps the efforts of which are primarily 
dedicated to defending civilian entities from cyber attacks, it is reasonable to 
assume that cyber attacks and the cyber corps’ responses to attacks will all travel 
via commercial ISPs. The ISPs’ role could, at least arguably, be construed as taking 
a “direct part” in the cyber hostilities; some have analogized the ISPs’ role as the 
equivalent of using military aircraft to bomb enemy targets.  
 
We are not asserting that the employers and co-workers of entities who employ 
members of a CDL-style cyber corps categorically become combatants by playing 
the roles outlined above. Nor are we making a similar assertion for ISPs whose 
systems carry defensive (and offensive) cyber attack signals. We simply note that 
the issue can arise in this context, which might make it prudent for a country 
developing a cyber corps to incorporate that possibility into its planning.  

VIII. ECONOMIC CONSIDERATIONS: CONSCRIPT USE OF 
INTELLECTUAL PROPERTY 
The symbiotic relationship between conscript and infrastructure creates another 
distinction between conscription for cyber defense compared to defense of kinetic 
warfare. The only requirements for someone drafted into traditional, kinetic 
military service are that the inductee be healthy, reasonably intelligent and not 
suffering from a mental disorder. The inductee’s particular expertise – if any – is 
generally irrelevant (though it may play a role in his eventual unit assignment). The 
government provides all necessary lodging, food, equipment and training necessary 
to fulfill the conscript’s obligations. The cyber conscript, in contrast, is drafted for 
his or her ability to bring specialized knowledge to bear in supporting the nation’s 
sovereign integrity. That knowledge is likely to include information and ideas that 
are protected under intellectual property laws.  
 
(We use “intellectual property” in its broadest definition to mean ideas, expressions 
of ideas and know-how including trade secrets, other proprietary information. 
These issues are made more complicated by legal doctrines that require an owner 
of intellectual property to take appropriate action to enforce its property rights at 
the risk of losing them against other parties.) 
 
A conscript’s access to intellectual property can become an issue even if he or she 
merely uses IT assets owned by the government. Assume, for example, that a 
conscript’s executing orders requires her to use her knowledge of source code or 
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other proprietary information associated with third party software her employer had 
licensed. Her employer (or the third-party licensor) could seek to bar the 
conscript’s carrying out her orders on the basis that she would necessarily use its 
intellectual property in doing so. The argument would be that such a use constitutes 
an infringement of the owner’s property rights. 
 
Rather than simply using licensed software, it is more likely that to carry out her 
orders, the conscript would need to revise or add code to a copyrighted software 
program licensed by her employer or another attack target. Such an act would 
probably constitute infringement, absent an appropriate license. And if the 
conscript’s orders required her to access computers beyond the authority given by 
her employer, she might well be guilty of a criminal offense. 
 
In short, absent a legislative solution, executing her orders could expose the 
conscript and the government to liability under intellectual property laws and/or 
under laws making it a crime to access a computer without being authorized to do 
so or in excess of one’s authorized access. Therefore, in developing conscription 
legislation, consideration should be given to including a provision that addresses 
addressing a conscript’s authority to use intellectual property licensed by her 
employer and/or others without paying a fee. The conscription legislation might, 
for example, grant the government a free, non-exclusive license to use all 
intellectual property that might be inevitably disclosed in the course of a 
conscript’s service. (Whether this statutory license would constitute a taking is 
discussed in part X below.) Otherwise, cyber defense could be impeded by 
uncertainty and even litigation regarding conscripts’ rights to use their 
employment-acquired knowledge in support of the defense effort. 

IX. POTENTIAL UNINTENDED ECONOMIC CONSEQUENCES  
The use of conscripts and related IT assets might also have unintended economic 
consequences.  
 
Using conscripted forces to defend against cyber attacks raises one such issue 
because prudent management practices require governments and businesses to 
protect their IT assets and data even in the absence of a cyber war threat [8]. In 
comparison, kinetic warfare typically presents risks fundamentally different from 
those presented by “business as usual.”  
 
For example, the military’s use of conscripted soldiers to defend a warehouse from 
invading forces inures to the benefit of the merchant owner as well as to the public 
at large. The warehouse is saved from destruction at no cost to merchant owner or 
his insurers. In those situations, however, the military effort indisputably arises 
from a risk not incurred in normal business circumstances – an unambiguously 
hostile attack by a foreign nation-state. Conscripts, on the other hand, may be 
ordered to defend against an attack that is not “military” in origin, but is “merely” 
cyber crime or cyber terrorism. (This risk, of course, arises from the inherent 
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ambiguity of cyber attacks.) The conscript might, therefore, be involved in 
implementing an IT defense that does not differ materially from defense against 
cyber crime. In this context, adoption of a conscription program might cause 
owners of IT to under-invest in IT security.  
 
A different, but perhaps more significant, unintended consequence of conscripting 
corporate employees to defend cyber attacks is the potential conflict that might 
arise if conscripted employees of one organization were given access to another 
organization’s IT assets or data to defend an attack. Since most IT systems are 
exceedingly complex and proprietary in nature, it is only reasonable to expect that 
the conscripts would have to work with employees of the target organization, and 
would have access to proprietary information concerning the target’s customers, 
suppliers and other vendors. For example, assume that conscripted employees of 
Bank A were ordered to assist in the defense of an attack on Bank B, a competitor, 
and to mitigate resulting damage to the financial system. In the course of executing 
their orders, the conscripts might (i) disclose information Bank A had acquired at 
great cost to employees of Bank B, (ii) learn about strengths and weaknesses of 
Bank B’s systems, (ii) be exposed to confidential pricing and other information 
granted to Bank B by vendors to both banks, and (iv) receive access to financial 
information of Bank B’s customers which is protected by privacy laws.  
 
Such a situation would not be acceptable to any of the affected parties. Bank A 
would not appreciate its competitor’s receiving the benefit of its investment. Bank 
B would complain about the disclosure of its proprietary information. The vendors 
would allege a breach of confidentiality rights, and customers would allege breach 
of privacy laws. None of these consequences is a necessary result of the cyber 
attack; each is a real and likely substantial cost; and collectively the resulting harm 
may exceed that of the attack itself.  
 
One response to these unintended consequences may be to preclude conscripts 
from communicating directly with competitors and instead require screening 
procedures. However, screening and similar procedures that required the insertion 
of third parties would introduce additional levels of complexity, delay and expense 
into situations that require immediate and efficient response.  

X. COMPENSATION 
 
As we explain below, compensation issues arise both for conscripted individuals 
and for third parties involved in a cyber conflict event.  
 
Conscripts generally receive compensation from the military and forego the income 
from their pre-conscription private employment; this is considered to be a cost of 
citizenship. Reservists are typically paid at military scales while activated, although 
some employers may continue to supplement their compensation as a form of 
social responsibility.  
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There is, of course, a risk that an employer will terminate a conscripted employee 
because its business needs will continue to require services even if an attack 
occurs. Termination in this context is unlikely, however, because of the shortage of 
skills in the market place, the probable short activation period, the training and 
other transaction costs involved, and the likelihood that the replacement would also 
be conscripted. In light of these factors, it would not appear that either efficiency or 
equity would require special compensation provisions for conscripts. 
 
The discussion above noted several situations in which a conscript’s performance 
of his duties may cause his employer and/or third parties to incur costs or lose the 
benefits of bargains. These losses would result from the practical relationship 
between conscripts and IT technology typically owned by employers and those 
other entities. Given those financial consequences, owners of IT assets used by 
conscripts or infringed upon in the execution of orders might seek compensation 
from the government. 
 
Estonia’s Constitution, like the constitutions of many other countries, prohibits the 
government from taking private property unless the taking is in the public interest 
and for fair and immediate compensation. The taking or destruction of property in 
the course of warfare, however, is generally not considered to be a “taking” for 
such constitutional purposes [8]. Moreover, an asset-owner would not seem to have 
an equitable claim for compensation when the conscript is defending the owner 
itself.  
 
On the other hand, the complexities of intellectual property law and the technology 
involved may counsel, as suggested above, including in the conscription 
legislation, an explicit grant of non-exclusive licenses to the government either at 
no cost or at a cost to be determined after the use is completed. Such explicit 
treatment would tend to reduce doubt, confusion and litigation and set the 
framework for consensual resolution of the appropriate amount of compensation 
that the government should pay for its requisition of assets for the war effort.  

XI. CONSCIENTIOUS OBJECTION 
Like many other countries, both Estonia and the United States recognize the right 
to refuse to serve in the military “for religious or ethical reasons” [9], [10]. If these 
or other countries decide to implement a conscript-style cyber corps, the issue of 
conscientious objection may arise. Since a cyber corps conscripts civilians into 
military service, the basic legal premise for conscientious objection seems to be 
established in this context. An issue may arise, however, as to whether 
conscientious objection is appropriate in conscription for cyber warfare.  
  
Historically, conscientious objection was primarily based on religious or 
philosophical objections to the “obligation to use lethal force” [11]. While it is 
certainly possible that cyber attacks could result in a loss of life, the nature of cyber 
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combat is notably less lethal than kinetic warfare. This might, or might not, result 
in a lesser incidence of conscientious objection in this context. It also might, or 
might not, require countries to determine how traditional principles governing 
conscientious objection apply to cyber warfare.  

XII. CONCLUSION 
 
Our purpose in writing this paper is to identify many – but undoubtedly not all – of 
the legal issues that are likely to arise when a country elects to implement a CDL-
style civilian cyber defense corps. Certain of the issues that will arise in a particular 
instance will, at least to some extent, be specific to the laws of that nation-state. 
Based on our research, though, we believe many of the issues are likely to be 
consistent, at least in countries that clearly demarcate civilian and military spheres 
of operation. It may be possible to address the more generic issues with 
international agreements or, perhaps, a template of model laws similar to the 
Toolkit for Cyber crime Legislation developed by the United Nation’s International 
Telecommunication Union [12]. 
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I. INTRODUCTION 
On November the 28th 2010 several thousand classified documents were published 
on the Wikileaks website. This fact triggered cyber defense actions for almost all 
Governments targeted by the information leakage. How did this leakage happen? 
Firstly, personal responsibilities should have been taken into account, i.e. the 
soldier who stole the document and gave it to Wikileaks. Secondly, under what 
circumstances can highly classified documents be retrieved so easily? From a 
security perspective, governments’ data networks (and, as such, those belonging to 
Armed Forces) supporting the treatment of classified files are usually properly 
supervised by a team of highly specialized and reliable servants defending the 
network from cyber threats. Such cyber defense services can then be easily 
maintained within national networks such as those within the national territory. 
However, military networks are present in a variety of areas of operations around 
the world, and they need to be managed (including security issues) in the location 
where they actually are. The administration of the network is locally-based because 
the link to the national data network is usually limited (e.g., at most 1 Mbps) – 
these circumstances make operational military networks quite different from the 
other governmental networks. It is clear that cyber-attacks would target the 
weakest area of a network, as well as operational networks may be considered as 
the target of cyber-attacks word-wide.  
This paper presents a case study of a real incident occurred within an operational 
contingent that one of the authors dealt with some months ago. Moreover, it 
presents the analysis of the possible root causes that resulted in the incident. We 
compare and contrast domestic and operational (abroad) networks one another, 
trying to find the elements that make the military network deployed on the field so 
interesting for cyber security. The case study will describe the physical layer of the 
network and expand on software applications that determined security leakage. Our 
research question (closely stated below) is to figure out whether or not cultural 
factors such as background, educational level, and country-wide habits of the 
persons in charge of the network management (stakeholders) can be considered 
primary reasons of the security leak which we are referring to. 
In order to investigate our research question, we performed a survey within the 
community of stakeholders involved in the management of the targeted network. 
The survey was oriented to (i) identify relevant security aspects and (ii) assess the 
stakeholders’ awareness on cyber defense. Finally, from the analysis of the data 
collected from the survey we developed some proposals to address the issue of the 
security of military networks on field mission. 
The rest of the paper is structured as follows. In section 2 we offer a review of the 
main IT security guidelines adopted by the Italian Army. In section 3 we propose a 
detailed description of the case study and the structure of the survey. In section 4 
we illustrate the results of the survey previously described. In section 5 we 
illustrate our proposal for a new organizational approach for cyber defense. 
Finally, in sections 6, 7 and 8 we state the conclusions, the future works and the 
remarks. 
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II. RELATED WORKS 
With [1] and [2] the Italian Army produced the directives on the security of 
classified and unclassified telecommunications and information systems, also on 
the basis of [3]. The purpose of the mentioned directives is to (i) clearly identify 
and define the organizational structure of the bodies responsible for the 
Information Security (INFOSEC) aspects; (ii) describe the formal procedure to 
require the homologation of the network; (iii) remind that operating systems must 
be certified according to international criteria like ITSEC or ISO/IEC 15408 – 
Common Criteria (CC) [4] [5] [6]. 
ITSEC is the acronym for Information Technology Security Evaluation Criteria 
and is a structured set of criteria for evaluating computer security. The evaluation 
consists in the examination of IT features and in a penetration testing of the Target 
of Evaluation (TOE). ITSEC identifies seven ascending levels of confidence that 
can be placed in the TOE, the levels are coded from E0 to E6. ITSEC can be seen 
as the natural evolution of the Trusted Computer System Evaluation Criteria, 
frequently referred to as the Orange Book [7] [8]. The Orange Book was 
commonly perceived as “too strict” in formal definitions that is because ITSEC has 
the purpose to create an environment flexible enough to identify new requirements 
sets when new security problems are found. In ITSEC is very important the 
concept of IS security requirements reliability. In particular, the reliability is seen 
as trust both in the effectiveness and in the propriety of the security systems that 
were designed and implemented. Effectiveness describes how the system responds 
to the attacks, and propriety identifies all the aspects related to the realization of 
the product. 
ISO/IEC 15408 (CC) is a standard that aims to evaluate whether security facilities 
of information systems are properly designed and implemented. The CC supports 
understanding of “what the product does” (security functionality) and “how sure 
you are of that” (security assurance). From a practical perspective, CC provides a 
methodology, notation, and syntax to specify security requirements by means of 
three documents (Part 1, Part 2, and Part 3).  
The CC aims at being a keystone for ISs consumers, developers, and evaluators. 
The CC states that any security analysis should examine the physical environment 
a system will exist in, the asset requiring protection, and the purpose of a system to 
be evaluated (target system). It then mandates a listing of the assumption, threats 
and organizational security policies, leading to a set of security objectives to be 
met. Using the objectives, a set of security requirements should be generated. 
Requirements that recur in various systems and settings become the Protection 
Profile (PP), which is intended to be reusable and defines the target system’s 
security requirements known to be useful and effective in meeting the identified 
objectives, both for functions and assurance. The PP also contains the rationale for 
security objectives and security requirements. Evaluations, including various types 
of penetration testing, should then be carried out to determine a level of 
compliance with PP. 
Even if ITSEC is being replaced by CC, a mapping between the two on the 
evaluation levels is given in [9]. 
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A further support in the field of IT security is offered by the ISO/IEC 27000 family 
standard [10] that is a group of information security standards, it was developed on 
the basis of the publication BS 7799 “Code for Information Security Management” 
first issued in 1995 by the United Kingdom’s Government Department of Trade 
and Industry (DTI) and the British Standard Institute. 
ISO 27001 aims at offering a model for establishing, implementing, operating, 
monitoring, reviewing, maintaining, and improving an Information Security 
Management System (ISMS). ISO 27002 describes a set of information security 
management objectives and controls. ISO 27003 provides a set of guidelines to 
implement ISO 27000 standards. ISO 27004 provides a set of metrics to measure 
the efficiency of the ISMS. ISO 27005 provides a set of guidelines to conduct an 
information security risk management. ISO 27006 provides a set of guidelines to 
the various certification bodies on the process for certifying other organizations’ 
ISMs. ISO 27007 provides a set of guidelines to those who audit ISMSs against 
ISO 27001, that indicate the best way to do so. Unfortunately, even if both public 
and private sector organizations have recognized the importance and benefits of 
ISO/IEC 27000 family, neither in [1], nor in [2], nor in [3] a reference to it was 
made. Further relevant research can be found in [11] and [12] where there are 
several theoretical and empirical studies that have been conducted with the purpose 
of offering models and frameworks aiming at better prioritizing cyber security 
threats. 

III. CASE STUDY 
The area of operations where the incident took place covered a wide area of the 
entire deployment territory. Among the common services such as telephone and 
radio network, the units were also served with three distinct data networks. 
The first network, called “Lotus”, was provided to the units by a Multinational 
Information Technology Service. Lotus was a VPN over Internet on which IBM 
Lotus software held about 50 clients. The purpose of Lotus was to offer (i) an 
Internet connection (especially in field of operations), and (ii) a support for 
collaborative tools such as the ones provided by IBM. 
“Army-Net” and “Mission-Net” were managed by the signal unit. The former was 
a class “B” network by means of satellite links. Army-Net had about 400 users and 
was only employed by personnel of the contingent. Amy-Net supported several 
services such as: (i) Proxy internet connection; (ii) Unclassified information 
sharing (typically emails and documents); and (iii) Classified information sharing 
(usually preformatted messages) – the encryption of the signal was provided by 
ciphers connected to PCs allowing the treatment of classified information. 
The third network, Mission-net, counted almost the same number of users as 
Army-Net, and it was settled to exchange both “Unclassified” and “Restricted” 
information; national classified information could not be shared over Mission-Net, 
however. The Mission-net access was provided to the units by means of 
microwaves backbones secured by Telesy KD03 IP cipher. Since the two potential 
security leaks were discovered in Mission-net, our case study focuses on this latter. 
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A. MISSION-Net 
Before the discovery of the leaks, the Mission network had ten servers offering 
different services. They were as follows: 

• Four Microsoft Windows 2003 Domain Controller Servers; 
• One Web server based on Linux Debian; 
• One Mail server base on Microsoft Windows 2003 and Altn Technologies 

MDeamon; 
• One Microsoft Windows Server Update Services (WSUS) server; 
• Two Sophos Anti-Virus servers working over a Microsoft Windows 2003 

Server operating system; 
• One FTP-Storage server based on Windows 2003 Server; 

A military specialist, with the role of information system and network 
administrator, managed all services stated above. A military operator assisted the 
specialist in the daily work. The specialist was in charge of several duties, such as 
(i) repairing the network physically (ii) maintaining software applications, (iii) 
analyzing new process-oriented software applications not being supported yet; (iv) 
supporting the work of the Help Desk for the resolution of users’ PC problems 
related to network services; (v) administering servers, routers, software licenses 
received for the mission. 

B. Relevant variables  
In order to investigate the nature of information leakage over deployed data 
networks of our case study, we identified some variables. Consequently, we 
devised some questions to survey some of those variables within an operation unit 
deployed in the field. The aim was to investigate to what extent the identified 
variables may be relevant to the explanation of the identified information leakage. 
Firstly, we identified the turnover of the operators as one of the variables to take 
into consideration. In fact, in the analyzed case, we noticed that the administrator 
changed with a frequency of a semester and, sometimes, of a quarter. The 
inadequacy of a relevant percentage of users’ PCs was another identified variable. 
In the case study, about 30% of the users’ PCs needed to be changed with more 
modern and adequate machines. The length of the hand-over from a contingent to 
another was considered as an additional variable. The incoming administrator 
worked only one week together with the outgoing administrator before the latter 
left. During that time, the incoming administrator received both the administrative 
and technical orders and hints to manage the systems. Network topology change 
was another variable relevant to the analysis. In the case study, the topology was 
also changed in terms of physical locations of servers. The number of different 
locations in which servers were dislocated seemed to be a relevant variable as well. 
In our case, the servers of Mission-net were distributed among four different 
locations. Number of movements was another relevant variable. We also identified 
as a relevant variable the length of the relocation activity as well as the timeframe 
that the headquarters allotted to the unit to complete the relocation. 
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C. The Identified Leaks  
The first leak related to the possibility for those users not properly configured in 
the domain (i.e. with administrators rights) to access other users hard drive with the 
“C$” functionality. That functionality exists by default on Windows operating 
systems, and allows accessing other network users in anonymous mode – even 
without leaving any record on the access log file. With that functionality it is 
possible to have full permission (i.e., read, write, or delete) on the files of the 
remote hard drive. For example, a user that is not properly logged to the network 
domain, and has administrator rights, simply needs to write in the Windows Start 
menu run line the IP address of the PC being accessed followed by c$ (i.e. 
\\172.16.5.246\c$) and run the command. 
The second leak related to the possibility, for those who could have accessed the 
mail server, to download all emails stored in the email server. Units and 
headquarters have not discovered yet whether or not someone downloaded 
information stored in the network servers. This is the reason why we refer to the 
information leakage as potential. In the program directory of MDeamon existed a 
folder containing a sub-folder for each hosted user. This folder hosted msg-format 
emails waiting for being downloaded by the local client. If either the administrator 
or someone else having the opportunity to access the mail server wanted to read the 
mail of a user, then the violation would be easy and painless. One simply would 
enter into the proper MDeamon folder and open the mail file using any editor. 
Additionally, reading attachments of a mail would not be problematic as well. 
Once the mail file would be opened with an editor, it would be necessary to copy 
and paste the attachment into an empty file with the proper extension.  

D. The Research Questions 
We identified two research questions: 

a. What technical and cultural factors affect security leaks within deployed 
data networks? 

b. What actions are usually known by military operators for installing 
classified data sharing networks?  
b.1. What actions are usually known by those operators for increasing 

the level of security once a security leak is identified? 
Question a. aims at investigating technical (i.e. availability of technological 
devices) and cultural (i.e. security procedures knowledge) elements affecting the 
security of a deployed military network. It is worth noting that, signal units can 
usually be grouped into two categories: (i) those operating deployed networks and 
(ii) those operating non-deployed (i.e., infrastructure) networks. Questions b. aims 
at figuring out whether operators are prepared to install and operate secure 
deployed networks and (b.1.) whether those operators know the procedures to be 
taken  after information leaks are discovered. 
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E. Survey design 
Based on our experience in the field as specialists, we hypothesized that the 
problems stated above occurred for two reasons: 

a) Operators of deployed networks usually do not focus on security issues. 
b) Network users are considered not to be harmful for the network security. 

We investigated these two hypotheses surveying those who operated the networks 
where information leakage was discovered. The survey we handed out is in annex 
“A”. The survey is structured in six parts: 

a) Interviewed clustering. This part includes questions from 1 to 3 and aim 
to group the answers in homogeneous sets according to criteria like the 
rank of the interviewed, his background knowledge and his practical 
experience; 

b) MISSION network knowledge/familiarity. This part includes questions 
form 4 to 8 and aim to collect (i) the intervieweed perceived security of 
that network, (ii) what are the features that they believe that contribute 
best to the security, (iii) the intervieweed knowledge on the MISSION 
network security features. 

c) Question 9 is oriented to collect the perception of the intervieweed in 
creating or maintaing secured network like the MISSION. 

d) Theoretical knowledge test. This part includes questions from 10 to 17 
and are oriented to measure the theoretical knowledge (based on easy or 
medium diffiuculy questions) of the intervieweed on cyber security. 

e) Question 18 is oriented to identify what is the perceived direction of a 
possible threat for the network. 

f) Primary source of information.This part includes question 19 and 20 and 
aims to verify if the intervieweed (i) know what is the primary source of 
information for secured network and (ii) know where to get information 
for the procedures to adopt to install or maintain a secured network like 
mission. 

The questionnaire was submitted to 25 signal unit Officers, Warrant Officers, and 
Soldiers on duty in a Multinational mission where Italy participated in. 

IV. DESCRIPTION OF THE RESULTS 
The results of the survey are described below. 
Interviewees clustering – (Question 1) the survey was submitted to a total of 7 
Officers, 10 Warrant Officers, and 8 Soldiers. (Question 2) Almost all of the 
Officers with a rank not greater than Captain had a University degree in IS or 
Telecommunication topics, the rest of the people did not even have a high school 
diploma in IS or Telecom topics. The relevant thing was that 2 out of 3 Officers 
with rank greater or equal to Major did not have a degree (nor University or High 
School) related to IS or Telecom. (Question 3) All of the interviewees had a vast 
practical experience in the field because 14 of them participated in 2 to 4 missions, 
5 of them 5 to 7, and the rest of them participated in 8 or more missions. 
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Mission network knowledge/familiarity – (Question 4) 17 interviewees perceive the 
Mission network as “secured enough”, one Officer had “no idea”, the rest of them 
were almost equally distributed between “very secured” and “somewhat secured”, 
see Figure 1. 

 
Figure 1.  Answers to Question 4 – Perceived Security of Mission-Net 

(Question 5) 19 interviewees believed that the sole contributor to the security of 
the Mission network was encryption, 4 argued that the security was provided by 
means of “network encryption” and “firewall”, and 3 believed that a third 
contributor could be the anti-virus. Note that, no firewall system was installed in 
Mission-net. (Question 6) 18 interviewees knew that in the last year the Mission 
network was affected by viruses or trojans, 2 heard about “steeling information” or 
“unauthorized access” (this fact was reported by a soldier among the interviewees). 
The rest of the interviewees did not mention any significant event related to 
security. (Question 7) Almost all interviewees answered correctly. But, the answers 
were incomplete. They all knew that there was “network policies”, but only few 
identified other factors as relevant to security. 2 interviewees maintained that a 
firewall was running to guarantee security. (Question 8) 18 interviewees did not 
remember whether a security check-up was ever performed, and 7 interviewees 
answered that the check-up was performed over the previous 6 month, see Figure 
2. 
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Figure 2.  Answers to Question 5 – Last Performed Mission-Net Security Test 

Interviewees’ confidence in installing/maintaining a secured network – 17 
interviewees believed to be “confident” in installing/maintaining a secured 
network. The rest interviewees selected “fair confident”. 
Theoretical knowledge test - The mean of the correct answer for all the 
interviewees was 45%. The mean for all the Officers was 54% of correct answers, 
Warrant Officers obtained 40% of correct answers, and soldiers 42%. 
Perception of threat – (Question 18) the results showed that the great majority of 
the interviewees (20 interviewees) did not perceive internal users of the network as 
a threat for security. 
Primary source of information – (Question 19) 19 Interviewees did not know the 
ISO standard proposed. Only one out of 6 asserted to know the standard. (Question 
20) The interviewees stated that they used a Standard Operational Procedure (SOP) 
to install/maintain/supervise a secured data network as Mission-net. But 19 of them 
declared that the SOP was not provided by the line of command. 2 argued that the 
document was unavailable because restricted. 4 mistakenly declared that the 
document was available in a specified internal website. 
From a general perspective, the survey showed that interviewees (i) believed that 
network security was primarily given by ciphers’ physical encryption (ii) had poor 
knowledge of the primary concepts of cyber security (iii) did not perceive internal 
users of the network as a potential threat. We believe that this situation is due to 
two factors: 

a) Temporary nature of deployed networks, 
b) Lack of training and guidance (es. SOPs). 
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V. A NEW ORGANIZATIONAL APPROACH TO CYBER 
DEFENSE 
Cyber defense is a relatively new area of concerns for governments and military 
alliances. The spread of technologies and the low cost of devises and machines 
turned an impressive number of people into potential information smugglers. Since 
there exists a rich market where stolen information can be traded, information sales 
have become a flourishing and profitable activity world-wide. Cyber-attacks 
aiming at worming out classified information generally take place through 
infrastructure networks of governments, companies, and institutions. Cyber-attacks 
against deployed networks are usually less frequent than the ones targeting 
infrastructure networks. However, the consequences of this kind of information 
leakage may be drastically severe for the troops deployed in the area of operations. 
Our case study shows that the fact that military operators underestimate potential 
information leaks is one of the main reasons for successful cyber-attacks against 
deployed networks. To assume that users of deployed networks are not able to 
attack deployed networks can eventually prove to be a great mistake. Secondly, 
before being deployed onto the field, signal troops should be trained on specific 
security aspects characterizing networks of interest. 
Cyber-defense systems should be based upon three levels of defense. The first 
level should implement static protection such as identification, authorization, 
cryptographic protection, and access control. The second level should have 
mechanisms for collecting information and monitoring the state of the network. 
The third level should constantly evaluate the network protection [14]. 
Additionally, as our survey shows, operators’ cultural aspects should be taken into 
account. To check whether or not the security level of our networks is effective we 
propose a new way of organizing cyber defense units (Figure 3). 

 
Figure 3.  A new organizational approach to cyber defence. 
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Kotenko [13] proposes a multi-agent approach to cyber-security where teams of 
agents-malefactors, defense agents, and agents-users are simulated. However, 
Kotenko’s approach cannot be applied to safeguard the security of our deployed 
troops because it is not always possible to have such simulating infrastructure for 
deployed networks. Moreover, we argue that a multi-agent approach is worth for 
experimenting and training signal units, but cannot guarantee the level of security 
required during operations. As showed in Figure 3, to safeguard our troops we 
propose a model which is still based upon three different bodies: defense, offense 
and malefactors (i.e., attackers) teams. However, we do not propose to delegate the 
assessment whether the level of cyber-security is adequate to a multi-agent 
framework. This assessment has to be done by a specialized team of people who 
can constantly evaluate the security and immediately report to the commandant of 
the mission. 
The structure in Figure 3 can be used either for infrastructure or deployed 
networks. The novelty is that what we currently call cyber defense units should be 
split into two different kinds of units (detached): (i) those dealing with the 
protection (sheer defense) and (ii) those dealing with the offensive aspects of the 
defense. New cyber defense units should only have cyber defense tasks (CDTs) 
such as settling, maintaining, and protecting their networks. Cyber offense units 
should play two different roles: the role of attacker against external attackers – 
performing cyber offense tasks no. 1 (COT-1s) in Figure 3 – and the role of 
attacker against their own networks – performing cyber offense tasks no. 2 (COT-
2s) in Figure 3 – To have detached units dealing with cyber offense only can better 
differentiate the preparation of offensive operators such that they can be focused on 
performing specific actions against external attackers. Employing a cyber-offense 
unit specialized in performing offensive tasks is worth for verifying whether or not 
the protection activity of cyber defense units is reliable and effective as expected. 
This situation would also strengthen the defensive attitude of cyber defense units 
since it would be 100% certain that either infrastructure or deployed networks 
would be under constant attack at least by cyber offensive units. In case of security 
shortfalls, the proposed organizational structure (Figure 3) would reduce the latent 
period between the beginning of the security problem and when the problem is 
discovered. This would reduce the probability that real attackers worm out 
sensitive information. In the case study, the operators realized the potential leaks 
after different months. On the other hand, a constant competition between cyber 
defense and cyber offense units would bring about an increase in security. Notice 
that, since cyber defense and offense units should operate synergically, a 
coordination function would be required. This would guarantee the integrity and 
the legal framework of the whole cyber activity. 
The proposed organizational model stems from what, in science, is called 
“empirical approach”. Empiricists emphasize those aspects that are related to 
evidence. Knowledge can only be discovered in experiments. We propose an 
empirical approach to cyber-defense meaning that the only way of assessing 
whether security of our information is guaranteed is to constantly try out this 
security through employing ad hoc offensive teams playing the role of attackers. 
Empiricism is the other side of the coin of a priori reasoning as, in statistics, prior 
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information is complementary to information arising from an empirical 
distribution. The idea of an empirical approach to cyber defense is to use both 
kinds of information: 1) a priori information, i.e. the one dealing with known and 
expectable attacks, and 2) empirical knowledge, i.e. what a real offensive team 
playing the role of attacker can do in the situation. 
However, it is clear enough that instead of only having a multi-agent framework or 
a human-based security assessment approach, it would be better, when possible, if 
our troops could rely upon both systems.  
It is important to note that cyber offensive units could only simulate attacks based 
on what is already known (a priori information). In other words, they cannot 
perform unknown attacks. Nevertheless, they may devise new attacks with the 
twofold aim of either increasing their ability or checking the network at a higher 
level of security (empirical approach). However, we know that the organizational 
structure depicted in Figure 3 is not enough to guarantee security of either 
infrastructure or deployed networks. Nevertheless, our proposal has a good 
potential for verifying and assessing the level of security that operators should 
guarantee on sensitive and sometimes critical information stored over the 
maintained networks. 
Based on the results of the survey, we believe that it is mandatory that signal units 
develop SOPs to guide and standardize procedures of installation, maintenance, 
and administration of deployed networks. SOPs should also refer to authorized 
software applications. A good habit would be to describe information leakage in 
terms of lessons learned which would eventually update SOPs. What we really 
suggest is to change the way of thinking of cyber-defense in favor of an empirical 
approach. Only by trying out information security can we assess whether our 
defense system is effective.  

VI. LIMITATIONS AND THREATS TO VALIDITY 
It is always difficult to generalize data collected in only one environment. For this 
reason we argue that our analysis has some threats to external validity that have to 
be taken into consideration when using our conclusions in a more general context. 
However, our organizational solution can be applied without limitations either to 
infrastructure or deployed networks. Based on expertise of the authors in 
international environments, we maintain that problems discussed in the case study 
are commonplace. Consequently, even though the surveyed population is not 
representative of the statistical population of the signal operators, we believe that 
technical and cultural problems identified in our case study are fairly common to 
operators of other nations similar to Italy. Therefore, the proposed results are 
worthwhile and can be taken into account before the deployment of operational 
units. 

VII. CONCLUSIONS 
In this paper we described real information leakage which took place during a 
multinational operation where Italy participated in. Our research questions aimed 
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at investigating whether cultural and technical aspects concerning military 
operators could affect the security of deployed networks. Even though the 
limitation of the performed survey could not be completely generalized, we 
showed that deployed networks are settled based on the idea that they are 
temporary and then do not require high security measures. The second point was 
that military operators believe that cipher devises can solve all information leakage 
problems. We showed that this is not the case mainly because there is no guidance 
for those operators to avoid information leaks which are not dealt with by ciphers. 
Finally we illustrated an organizational solution to cyber defense which we called 
“empirical approach to cyber defense” such that it would be better to have two 
different and detached kinds of signal units: (i) those dealing with installing, 
maintaining, and protecting networks (cyber defense units) and (ii) those dealing 
with offensive tasks against either real attackers or their own networks. This 
approach would strengthen the defense attitude of signal units and check whether 
protection activities are effective and reliable. 

VIII. FUTURE WORK 
It would be worth using the identified variables to statistically evaluate whether 
there exists a significant correlation between those (independent) variables and 
information leaks (binary dependent variable). We also argue that our empirical 
approach to cyber defense should be tested in field before being applied. Therefore, 
further research is required in order to investigate whether or not having two 
detached kinds of units (defensive and offensive) is worthwhile and viable in 
practical terms. 

FINAL REMARKS 
F. Mulazzani developed sections 1, 2, 3, and Annex “A”; S.A. SARCIA’ 
developed sections 5, 6, 7. Sections 4, 8, 9 were developed jointly by the two 
authors. 

ANNEX “A” 
1. What is your rank? (a) Soldier (b) Warrant Officer (c) form 2nd Lt. to Cpt. (d) 

Major or above. 
2. Do you have a degree on Information Systems or Telecommunication 

issues? (a) Yes (b) No; If yes, what is the degree level? (a)High School 
Diploma (b) BSc (c) MSc (d) Specialized Master Course. 

3. So far, how many missions (including the present) have you attended 
dealing with IS or telecommunications issues? (a) 1 (b)2-4 (c) 5-7 (d) >8. 

4. How secure do you believe your network is? (a) Very secure (b) Secure 
enough(c) Somewhat secure (d) Not secure at all (e) I do not know. 

5. Among the following aspects, which one do you consider the best 
contributors to the security of the Mission network? – you can choose more 
than one - (a) network encryption (b) firewall (c) intrusion detection (d) identity 
(e) access control (f) traffic monitoring (g) vulnerability scanning (h) anti-
viruses (i) other – specify. 
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6. Have you had or known of these events in the Mission network in the last 
year? (a) Viruses or trojan horses (b) Employees steeling information or 
allowing unauthorized access (c) Hackers targeting your systems (d) Lost or 
stolen backup tapes (e) Lost or stolen computers or data storage (f) None, if 
other specify. 

7. In the Mission network which of the following is allowed? (a) Network use 
policies for employees (b) Automated patch management for security (c) Smart 
password policy (d) Spam control (e) Spyware protection (f) Virus protection 
(g) Firewall. 

8. When was the last time that Mission network was tested for security 
issues? (a) More than one year ago (b) In last year (c) In last 6 months (d) In 
last 30 days (e) I do not remember or I do not know. 

9. How do you feel confident in either creating new or maintaining secured 
data networks like the Mission? (a) Highly confident (b) Very confident (c) 
Confident (d) Fairly confident (e) No confident. 

10. We don't want our packets to get lost in transit. Which OSI layer is 
responsible for ordered delivery of packets? (a) Network (b) Link (c) 
Transport (d) Physical 

11. What can a firewall protect against? (a) Viruses (b) Unauthenticated 
interactive logins from the outside world (c) Connecting to and from the 
outside world (d) other. 

12. This is a program or file that is specifically developed for the purpose of 
doing harm: (a) Buffer overflow (b) Bastion Host (c) Malware (d) Ping sweep. 

13. This is a program in which malicious or harmful code is contained inside 
apparently harmless programming data: (a) War dialer (b) Spam trap (c) 
Trojan horse (d) email. 

14. A way of verifying a message’s integrity after transport across a network is 
through the use of: (a) A message authentication code (b) Steganography (c) 
An encryption key (d) A cipher. 

15. Which statement best describes the advantages of public key encryption? 
(a) Keys are exchanged publicly without an eavesdropper being able to decrypt 
messages (b) Knowledge of one’s public key does not yield knowledge of their 
private key (c) Encryption performance is faster than secret-key encryption (d) 
A and B only (e) B and C only. 

16. Which of the following best describes what is removed from a hard drive 
when a file is deleted from the hard drive? (a) The MBR record, the FAT 
record, and the Directory Table entry (b) The FAT record, the Directory Table 
entry, and the data clusters that the file occupied (c) The FAT record and the 
Directory Table entry (d) The FAT record, the Directory Table Entry, and the 
Partition Table 

17. What is a secure process for keeping confidential information private? (a) 
GnPG (b) PGP (c) network cipher (d) password protection (e) other. 

18. What do you think would be the main reason for most of the information 
security breaches? (a) external hackers (b) poor programming (c) internal 
employees (d) bad firewall settings. 
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19. Do you know ISO/IEC 15408? (a) yes (b) No – If yes what is that for? (a) 
instructions to create secured security sytems (b) evaluation criteria for IT 
security techniques (c) cypher certification to be used in networks like Mission 
(d) other, specify. 

20. Do you use any SOP developed by the Army to install/maintain/supervise a 
secured network like the Mission? (a) Yes (b) No – If yes, can you tell where 
this SOP is available (a) don’t know, I got it from friends (b) it is a restricted 
document, can’t tell (c) from an Army web site, please specify. 

REFERENCES 
[1] Department of the Army, Signal Soldier's Guide - Field Manual, March 2009. 
[2] Italian Army General Staff – Security Office, “Software Systems, 

Telecommunication and Security – Unclassified documents, 2008. 
[3] Italian Army General Staff – Security Office, “Software Systems, 

Telecommunication and Security – Classified documents, 2008. 
[4] ISO/IEC 15408-1, Information Technology - Security techniques - Evaluation 

criteria for IT security - Part 1: Introduction and general model, 2009. 
[5] ISO/IEC 15408-2, Information technology - Security techniques - Evaluation criteria 

for IT security - Part 2: Security functional components, 2008. 
[6] ISO/IEC 15408-3, Information technology - Security techniques - Evaluation criteria 

for IT security - Part 3: Security assurance components, 2008. 
[7] U.S. Department of Defence, Trusted Computer System Evaluation Criteria, 

December 1985, DoDD 5200.28-STD. 
[8] U.S. Department of Defence, Directive: Information Assurance, October 2002, 

DoDD 8500.01 E. 
[9] Bundesamt fuer Sicherheit in der Informationstechnik, "Application Notes and 

Interpretation of the Scheme (AIS): ITSEC to CC Mapping with Specific Attack 
Potential," 2010. [Online]. https://www.bsi.bund.de 

[10] ISO/IEC 27000:2009 Information technology – Security techniques – Information 
security management systems – Overview and vocabulary (2009). 

[11] F. Hare, “The Cyber Threat to National Security: Why can’t we agree”, in 
Conference on Cyber Conflicts, Tallin, Estonia, 2010, pp. 211-225. 

[12] S. Liles, “Cyber Warfare: As a Form of Low-Intensity Conflict and Insurgency”, in 
Conference on Cyber Conflicts, Tallin, Estonia, 2010, pp. 47-57. 

[13] I.V. Kotenko, “Multi-agent Modeling and Simulation of Cyber-Attacks and Cyber-
Defense for Homeland Security,” IEEE International Workshop on Intelligent Data 
Acquisition and Advanced Computing Systems: Technology and Applications, 
Dortmund, Germany, 6-8 Sep. 2008. 

[14] I.V. Kotenko, A.V. Ulanov, “Agent-based simulation of DDOS attacks and defense 
mechanisms,” Journal of Computing, Vol.4, Issue 2, 2005. 

 

27



28



The views expressed in this paper are those of the authors and do not reflect the official policy or 
position of the Turkish Air Force, Turkish Ministry of Defense, or the Turkish Government. 

 

Developing an International 
Cooperation on Cyber Defense 

and Deterrence against          
Cyber Terrorism 

 

Murat Dogrul, Adil Aslan, Eyyup Celik    
Turkish Air War College  

Istanbul, Turkey 
 
Abstract- Information Technology (IT) security is a growing concern for governments 
around the world. Cyber terrorism poses a direct threat to the security of the nations’ 
critical infrastructures and ITs as a low-cost asymmetric warfare element.  Most of 
these nations are aware of the vulnerability of the information technologies and the 
significance of protecting critical infrastructures. To counteract the threat of 
potentially disastrous cyber attacks, nations’ policy makers are increasingly pondering 
on the use of deterrence strategies to supplement cyber defense. Nations create their 
own national policies and strategies which cover cyber security countermeasures 
including cyber defense and deterrence against cyber threats.  But it is rather hard to 
cope with the threat by means of merely ‘national’ cyber defense policies and 
strategies, since the cyberspace spans worldwide and attack’s origin can even be 
overseas. The term “cyber terrorism” is another source of controversy. An agreement 
on a common definition of cyber terrorism among the nations is needed. However, the 
international community has not been able to succeed in developing a commonly 
accepted comprehensive definition of “terrorism” itself.   
This paper evaluates the importance of building international cooperation on cyber 
defense and deterrence against cyber terrorism.  It aims to improve and further 
existing contents and definitions of cyber terrorism; discusses the attractiveness of 
cyber attacks for terrorists and past experiences on cyber terrorism. It emphasizes 
establishing international legal measures and cooperation between nations against 
cyber terrorism in order to maintain the international stability and prosperity.  In 
accordance with NATO’s new strategic concept, it focuses on developing the member 
nations’ ability to prevent, detect, defend against and recover from cyber attacks to 
enhance and coordinate national cyber defense capabilities. It provides necessary steps 
that have to be taken globally in order to counter cyber terrorism.  
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I. INTRODUCTION 
The rapid evolution of information and communication technologies, and 
widespread services provided by the cyberspace bring up the question, “How can 
security of cyberspace be ensured?”. IT and critical infrastructure networks are 
interconnected with each other, and can be accessed from anywhere in the world.  
In today’s cyber world, a wide range of critical infrastructures from water supplies 
to transportation, from energy to communication technologies are vulnerable to 
cyber attacks. These infrastructures have little to none cyber protection, and rely on 
outdated conventional security solutions. A terrorist cyber attack on these 
industries could give rise to environmental disasters, economic casualties, and loss 
of property and/or loss of life. In this context, it is urgent that nations prepare for a 
possible cyber attack on critical infrastructure.  
Plenty of investments have been made to prevent classical terrorist violence but the 
developed countries remain highly vulnerable to cyber attacks against the computer 
networks that are critical to national and economic security. The growing 
complexity and interconnectedness of these infrastructure systems, and their 
reliance on computers, not only make them more vulnerable to attack but also 
increase the potential scope of an attack’s effects. This fear has prompted the 
governments to pump significant resources into protecting the critical national 
infrastructures [1].  
In order to protect their vital interests, many technology dependent countries 
concentrate on organizing their cyber security policies. Most of these nations have 
taken some sort of national legal and military measures. But without international 
cooperation, these national measures are inadequate against cyber terrorism.  
Regional partnerships also do not provide adequate cyber security, since the cyber 
attacks can originate from off-region or off-partnership countries. In order to 
provide a worldwide international cooperation; the term “cyber terrorism” should 
be defined precisely and activities, considered as terrorist activity, should be 
determined as a first step. After that, developing both legislative and military 
collaborations should be discussed.  
This paper first introduces the existing definitions and different aspects of cyber 
terrorism and relevant terms. It clarifies the extent of the cyber terrorism. Then it 
investigates how the terrorist organizations exploit cyberspace and why cyber 
domain is an attractive choice for terrorists. Next, it examines both legislative and 
military international cooperation attempts against cyber terrorism up to this day. 
Lastly, it offers an international game plan in order to set up defense and 
deterrence against cyber terrorism globally. 

II. THE TERM “CYBER-TERRORISM” 
While some authorities claim that there hasn’t been any true cyber terrorism attack 
yet, others assert that terrorists already take advantage of the Internet. The source 
of this disagreement is inability to exactly define both “terrorism” and “cyber 
terrorism”.  
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There is no universally accepted definition of terrorism and cyber terrorism; even 
when people agree on the rough definitions, they sometimes disagree about 
whether or not the definitions fit particular incidents. In order to understand 
terrorism, different views on what exactly constitutes terrorism must be assessed. 
Up to the present, no single international definition seems to satisfy the wide 
interpretation of terrorism or cyber terrorism.   
However some authors were able to produce quite general definitions. In terms of 
its etymology, the word “terror” comes from the Latin word “terrere”, meaning “to 
frighten, to terrorize, to intimidate”[2]. Usually, a series of terror incidents that are 
interconnected and directed at a certain political target is required in order to arrive 
a definition of terrorism. According to Bozdemir “Terrorism is a strategic approach 
which, for political purposes, identifies itself with a method which includes the use 
of organized, systematic and continuous terror.”[3]. 
Denning defines terrorism as “The unlawful use or threatened use of force or 
violence by a person or an organized group against people or property with the 
intention of intimidating or coercing societies or governments, often for ideological 
or political reasons” [4]. 
Denning also defines cyber terrorism as; the convergence of terrorism and 
cyberspace. “It is generally understood to mean unlawful attacks and threats of 
attack against computers, networks, and the information stored therein when done 
to intimidate or coerce a government or its people in furtherance of political or 
social objectives. Further, to qualify as cyber terrorism, an attack should result in 
violence against persons or property, or at least cause enough harm to generate 
fear” [4].  
The term cyber terrorism may be mixed up with “information warfare” and “cyber 
crime”. But there is a major difference between cyber terrorism and information 
warfare. Cyber terrorism means premeditated, politically motivated attacks by sub 
national groups or clandestine agents, or individuals against information and 
computer systems, computer programs, and data that result in violence against non-
combatant targets.  But older term known as information warfare is defined as “a 
planned attack by nations or their agents against information and computer 
systems, computer programs, and data that result in enemy losses.” [5].   
Information warfare also encloses the term “cyber warfare”. But cyber warfare’s 
interest is limited to cyberspace. Information warfare and cyber warfare have 
“certain targets” in a war but cyber terrorism causes fear and harm to anyone in the 
targeted vicinity.  
Along with these terms there is a phenomenon of cyber crime used frequently by 
law enforcement agencies. Although physical forms of cyber terrorism, 
information warfare, and cyber crime often sound very much alike, cyber crime is 
a crime committed through the use of information technology.  
For instance; if a person hacks someone’s banking account and/or steals credit card 
information, then it is called as cyber crime, because the attacker’s intention is 
neither political nor social. If the same attack is directed to substantial number of 
banking accounts and the attacker declares that he is going to continue attacks until 
the government accepts his demands; moreover as a consequence of this attack 
people begin to fear and withdraw their money from the banks then it is labeled as 
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cyber terrorism.   If the activities are carried out by the agents of a foreign power, 
and if all the banking system of a nation is targeted, then it could be labeled as 
cyber warfare. If the attacks to the banking system are not limited to cyberspace 
then it is called as information warfare. 
Terrorist organization websites and the use of the Internet by the terrorists are other 
concerns. Most of the terrorists have not mastered the technology necessary for 
launching large scale attacks. However, some websites offer technologies for hire 
on the internet and provide information to reach bot-nets to execute “Distributed 
Denial of Service Attacks”.  Since the cyber terrorism is the convergence of 
terrorism and cyberspace, not only the devastating terrorist cyber attacks but also 
terrorist actions such as propaganda and recruiting carried out on the Internet 
should be considered as “cyber terrorism”. Terrorist organization websites agitate 
public opinion, educate and motivate the members, command and control the 
organization, make propaganda to the target population and provide information to 
carry out cyber attack. Therefore, both the terrorist cyber attacks and the use of 
internet websites by the terrorists should be treated together and evaluated under 
the definition of the cyber terrorism. 
After defining the extent of the term cyber terrorism, the exploitation of cyberspace 
by terrorists will be discussed.  

III. WHY AND HOW THE TERRORIST ORGANIZATIONS 
EXPLOIT CYBERSPACE 
There are many reasons that why cyberspace is an attractive choice for the terrorist 
purposes. Cyber attacks offer the capabilities for terrorist activities with wider-
reaching impacts. Using cyber attacks, terrorists can inflict much wider damage to 
a country than they could by resorting to physical violence. With traditional 
terrorist activities, such as bombings, the impacts are isolated within specific 
physical locations and communities. Large part of the population acts only as 
observers and they are not directly affected by terrorist acts. The media and public 
attention is more likely to focus on the destruction of property and/or loss of life 
than whatever “cause” the activity was intended to promote. The ability of cyber 
terrorism activities to effect wider part of the population may give the groups 
involved greater leverage in terms of achieving their political and social objectives 
[6].  
The motivation of the cyber terrorists comes from their political agenda. Their 
attacks are politically motivated and directed to specific critical system and 
infrastructures. This common agenda gathers all the hackers in the terrorist 
organization on the same goal. This collective action would do more harm than the 
action of individual hackers. 
There are various reasons why cyber attacks are an attractive choice for terrorists 
such as;  

• As terrorists have a limited amount of funds, cyber attacks are more 
tempting as they would require less people and less resources (meaning 
less funds). On the other hand, they can target and affect large numbers of 
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people with same amount of funds. In other words benefit to cost ratio is 
extremely high. 

• It enables terrorists to remain unknown, as they could be far away from 
the physical location where the terrorism is being carried out. As terrorists 
normally set up camp in a country with a weak government, the cyber 
terrorist could set up anywhere and remain anonymous [7].   

• Mostly, attacks are easy to carry out because many targets are poorly 
protected. Therefore attackers can choose from a wide variety of targets 
[8].  

• When the attack is set up, it can be launched quickly without any need for 
further preparation [8].  

• There are no physical barriers or check points that they have to cross [9].  
• The speed and form of attacks are not dependent on the connection speed 

of the attacker. The connection speed of captured victim computers can be 
fully exploited [8]. 

• A combination of both physical terrorism and cyber terrorism is thought 
to be the most effective use of cyber terrorism [10].  

In this regard, how the terrorist organization websites encourage the terrorist 
attacks should be revealed as well. Terrorist groups are increasingly using new 
information technology (IT) and Internet to  

• formulate plans,  
• raise and launder funds,  
• spread propaganda,  
• communicate securely with the members (internal comm.) [10], 
• share information and knowledge with similar groups (external comm.) 

[11], 
• command and control [9], 
• make research and development, 
• recruit new members, 
• generate international support, 
• gather intelligence [12],  
• make information warfare on behalf of the nations.  

In addition to above, Internet offers; 
• little or no regulation,  
• potentially huge audiences, 
• anonymity of communication, 
• fast flow of information [10]. 

One of the striking examples that can be given on the use of websites by terrorists 
is PKK/KONGRA-GEL terrorist organization websites. There are 37 determined 
websites that are related with this organization. These websites generally include: 
the history of the organization, biographies of the influential people and its killed 
terrorists, and information on the political aims of the terrorist network. Content of 
these websites aims to create and enforce identity based separatism.  One of the 
websites named “pajkonline.com” aims women who were mostly used in suicide 
bombings in the past. Another one is dedicated to cyber attacks and encourages the 
members to learn hacking techniques and provides information about the 

33



vulnerabilities of computer operating systems [13]. This multidimensional example 
reveals the disrupting aspect of the issue. 

IV. CYBER TERRORISM ATTEMPTS AND FURTHER 
EXPECTATIONS 
Cyber attacks come in two forms; those that target data, those that target control 
systems [14]. Theft and corruption of data are the most common forms of Internet 
and computer attacks, and aim to sabotage services. On the other hand, attacks 
which focus on control systems are used to disable or manipulate physical 
infrastructure. For example, the provision of electrical networks, railroads, or water 
supplies could be infiltrated to have wide negative impacts on particular 
geographical areas. This can be done by using the Internet to send malicious 
programs or by penetrating security systems.  
Weak spots of such an infrastructure were exploited in an incident in Australia in 
March 2000 where a disgruntled employee (who failed to secure full-time 
employment) used the Internet to release 1 million liters of raw sewage into the 
river and coastal waters in Queensland [14].  
In 1998, a terrorist guerrilla organization flooded Sri Lankan embassies with 800 e-
mails a day for a two-week period. The messages simply read “We are the Internet 
Black Tigers and we’re doing this to interrupt your communications.” Intelligence 
departments characterized it as the first known attack by terrorists against a 
country’s computer systems [4].  
In July 1997, the leader of a Chinese hacker group claimed to have temporarily 
disabled a Chinese satellite and announced he was forming a new global “cracker” 
organization to protest and disrupt Western investment in China [10]. Internet 
saboteurs defaced the Home Page of, and stole e-mail from, India’s Bhabha 
Atomic Research Center in the summer of 1998. The three anonymous saboteurs 
claimed in an Internet interview to have been protesting recent Indian nuclear 
blasts [10].  
Cyber terrorism may be used not only to inflict damage in itself, but in 
combination with conventional or nonconventional terrorism. Had Shoko Asahara 
and Aum Shinrikyo group been able to hack into the Tokyo power system and stop 
the subways, trapping passengers on the trains, the number of casualties caused by 
their 1995 Sarin gas attack might have been significantly larger [15].  
Recently, Keith Lourdeau, deputy assistant director of the FBI’s Cyber Division, 
said the FBI’s assessment indicates that the cyber terrorist threat to the U.S. is 
“rapidly expanding,” and predicted that “terrorist groups will either develop or hire 
hackers, particularly for the purpose of complementing large physical attacks with 
cyber attacks” [16]. 
A survey of 600 IT security executives from critical infrastructure enterprises 
worldwide showed that more than half (54%) of them have already suffered large 
scale attacks or stealthy infiltrations from organized crime gangs, terrorists or 
nation-states. The average estimated cost of downtime associated with a major 
incident is $6.3 million per day [17].  
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The survey also introduced that the risk of cyber attack is rising. Despite a growing 
body of legislation and regulation, more than a third of IT executives (37%) said 
the vulnerability of their sector has increased over the previous 12 months and two-
fifths expect a major security incident in their sector within the following year. 
Only 20% think their sector is safe from serious cyber attack over the following 
five years. 60% of those surveyed believe representatives of foreign governments 
have been involved in past infrastructure infiltrations. In terms of countries that 
posed the biggest threat to critical infrastructure security, the United States (36%) 
and China (33%) topped the list. More than half (55%) believe that the laws in 
their country are inadequate in deterring potential cyber attacks. Among the 
interviewees those based in Russia, Mexico and Brazil are the most sceptical. 
Among them 45% don’t believe that the authorities are capable of preventing or 
deterring attacks. 
Governance issues are at the centre of any discussion of security for critical 
infrastructure. Both the governments and private sector organizations need to gain 
cyber security capabilities. Although the security industry seems to stay one step 
ahead, governmental regulations has a vital role in defending critical 
infrastructures around the world. Moreover, a global cyber defense capability can 
only be obtained by means of international cooperation among the governments. 

V. DEVELOPING INTERNATIONAL COOPERATION AGAINST 
CYBER TERRORISM 
Starting with the basic “cooperation” thoughts, following part of the paper 
evaluates the international cooperation opinions from two aspects: Legislative 
cooperation and military cooperation. 

A. The Legislative Cooperation against Cyber Terrorism 
Up to today a number of both governmental and international steps have been 
taken. Governments are organizing themselves to confront the new threat. Some 
countries have established Computer Emergency Response Teams (CERTs) to 
handle incident response. USA and UK are the leading model nations for other 
countries that compose their cyber security policies. Many governments continue 
to struggle with the organization chart question, but some countries have been able 
to successfully form a national organization against cyber threats. For instance; in 
Brazil, the federal government established the Critical Infrastructure Protection 
Information Security Working Group, under its Department of Information and 
Communications Security in August 2009. This group works on information 
security and incident response plans. In Australia, a 2009 defense government 
report announced the establishment of a national Cyber Security Operations 
Centre, within the military’s Defense Signals Directorate [17]. In Turkey, “The 
Scientific and Technological Research Council of Turkey” is tasked as a 
coordinator organization on cyber security. They have been able to form the 
national cyberspace security policy in 2009.  
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But the main problem is to establish a universal consensus on cyber threat. In 
recent years, a number of international communities have drawn the main frame 
and discussed the initial steps that need to be taken against cyber threat. However, 
global measures against cyber terrorism has not been addressed specifically yet. 
European Commission Reports reveal the incoming threat as: 
“The new information and communication technologies are having a revolutionary 
and fundamental impact on our economies and societies. In fact, the success of the 
information society is important for growth, competitiveness, and employment 
opportunities and has far-reaching economic, social, and legal implications. 
However, in the hands of persons acting in bad faith, malice, or grave negligence, 
information society technologies (ISTs) may become tools for activities that 
endanger or injure, the life, property, or dignity of individuals or even damage the 
public interest.“ [18]  
“Despite the many and obvious benefits of the modern electronic communications 
development, it has also brought with it the worrying threat of intentional attacks 
against information systems and network platforms/infrastructures. As cyberspace 
gets more and more complex and its components more and more sophisticated, 
especially due to the fast development and evolution of (broadband) Internet-based 
platforms, new and unforeseen vulnerabilities may emerge.” [19]. 
The European Union has therefore taken a number of steps to fight harmful and 
illegal content on the Internet, protect intellectual property and personal data, 
promote electronic commerce and tighten up the security of transactions. However, 
in spite of the EU initiatives, many observers believe that cybercrime requires an 
international response that should include countries that are havens for 
cybercriminals [20].  
Council of Europe (CoE) Convention on Cybercrime released the first international 
declaration on crimes committed via the Internet and other computer networks. 
Four categories of criminal offenses are defined in the CoE Cybercrime 
Convention:  

1) Offenses against the confidentiality, integrity, and availability of 
computer data and systems; 

2) Computer-related offenses; 
3) Content-related offenses; 
4) Offenses related to infringements of copyright and related rights. 

The purpose of this convention was “to make criminal investigations and 
proceedings concerning criminal offences related to computer systems and data 
more effective, and to enable the collection of electronic evidence of a criminal 
offence” [21]. In this regard, international legal measures play a critical role in 
countering cyber terrorism. Since the nature of the cyber terrorism issue is global 
then the response should be global as well. Globalization of crime demands 
globalized law enforcement [22].  
The four criminal offenses defined above, confirm the ideas presented in the 
second part of this paper “The Term Cyber Terrorism”. International common 
definition of the cyber terrorism should not only include destruction, degrading and 
denial with or through cyber- or IT-related means, but should also include the use 
of internet website contents for terrorist purposes.  
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In order to establish a global cooperation, a concerted strategy and policy should be 
constituted. There is a need to continuously watch, examine, observe and review 
terrorist organization websites. In order to maintain a common understanding and 
cooperation among international community, a consistent intelligence sharing and 
assembling process should be carried out.  It is vital in our era, since terrorist 
organization websites and vulnerabilities of the ITs offer terrorists lots of 
opportunities for their activities. 
Collecting intelligence is the starting point and the key part of building an 
international cooperation. Afterwards defensive and offensive (deterrence) 
collaborative actions should be set out. Counter information and cautions to the 
related public opinion and parties must be provided by the international 
organizations as defense strategies.  The collection of electronic evidence 
whenever it relates to terrorism is crucial for the nations who desire to cooperate. 
An “Intelligence pool” should be created in order to collect and share the 
intelligence simultaneously among the nations. This intelligence pool should not 
only monitor and gather information from terrorist websites, but should also collect 
electronic evidence for the potential cyber attacks.   
Knop, offers an “open source intelligent system” on this issue. Instead of a 
hierarchical organization, there should be a network, and knowledge should be 
pooled. There should be committee management, and a credit point system. 
Governments should be allowed to use the resource only to the extent that they 
contribute good quality information and analysis [1]. The collective open source 
idea is a well thought-out response to the challenge of organizing international 
cooperation regarding terrorist contents on the Internet. 
“M.U.D.” (Monitoring, Using, Disrupting) approach is also a well-organized 
applicable approach. According to MUD approach; “monitoring” forums, blogs 
and frequently updated terrorist websites gives information about terrorist 
organizations’ motives, mindsets, audiences, operational plans and potential target 
population and potential targets for attack.  In the “using” step, retrieved data can 
be achieved to identify the propagandists, members, connections between people 
and organizations. This approach also helps to identify the countries those support 
terrorists by means of funding and politics.  Disrupting step can be applied by 
infecting the terrorist websites by viruses, worms and by destroying or changing 
the contents of the website [1].  
MUD approach has many advantages. But disrupting step has the challenge of 
gathering all the participating nations on the same denominator. While one country 
wants to disrupt the content on a website, another country could still want to 
monitor and use that website in order to get more intelligence. 
Monitoring and using steps could be organized to understand the radicalization 
process of the terrorist organizations. De-radicalization opportunities can be 
obtained after understanding the reasons of the radicalization. The target 
population of the terrorist organization could be reached and educated with a 
comprehensive human focused education program campaign on the web and 
media. This campaign should be developed and prosecuted for the various types of 
regional cultures. 
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According to Janczewski, building company defenses will not always be enough to 
reduce threats. Quite often a wider cooperation is required. This cooperation may 
be split into two streams. Stream one would group organizations using similar 
systems or facing similar threats. The best example would be the cooperation 
between Internet service providers (ISP). The handling of distributed denial of 
service attacks is much simpler if ISPs are working together on this issue. Stream 
two is to coordinate national and international law. Common sense dictates that if 
hacking would be made strictly forbidden in each and every country, then the 
number of hacking attacks would definitely drop across the globe [5].  
Laws and conventions such as Council of Europe Convention on Cybercrime 
should be utilized to facilitate worldwide cooperation. Unless these conventions 
are expanded to include all the nations in the world, efforts will remain relatively 
inconclusive.  But in order to respond to this kind of global threat, the key factor is 
to agree on a common definition of the threat.  However implausible it may seem 
to reach a global consensus, there are many examples where such worldwide 
cooperations are already in effect. Air traffic control is an example of such global 
security arrangements. 
Since the provisions of international agreements supersede the provisions for 
international cooperation, not only bilateral agreements but also multilateral 
agreements among nations must be signed. UN Security Council should also focus 
on cyber terrorism threat. Most of the permanent members of the Council are also 
the most vulnerable and targeted countries in the world. These countries also host 
most of the international cyber attacks. According to the charter of the UN, all 
members of the United Nations agree to accept and carry out the decisions of the 
Security Council. While other organs of the United Nations make 
recommendations to governments, the Council alone has the power to take 
decisions which member states are obligated under the charter to carry out. 
Therefore, worldwide cooperative law enforcement decisions against cyber 
terrorism could be taken under UN. Only under UN common definitions of 
“terrorism” and “cyber terrorism” could be generated and also “intelligence pool” 
against cyber terrorism could be formed. Since the nature of the cyber threat is 
global and spans throughout the world, the organization to respond this threat 
should be comprehensive and global.   
A robust, international legal framework under UN that addresses cyber aggression 
is the most critical component of a comprehensive approach to deter cyber attack, 
much more critical than national offensive and defensive cyber capabilities. 
International law and norms are fundamental to deterrence because states “share an 
interest in adopting or codifying common standards for the conduct of international 
transactions…or in promoting or banning specific kinds of behavior by” states 
[23]. In this way, international law builds the framework that guides how and when 
states employ offensive and defensive cyber capabilities and forms the foundation 
of cyber deterrence. International law adds certainty to punitive actions and 
amplifies the costs of cyber attack by engendering a negative response from the 
international community, not just from the attacked state [24]. 
Unfortunately legislative measures are not adequate to fight against cyber 
terrorism. Military deterrence measures should be established in order to make 
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terrorists hesitate exploiting internet for their own destructive purposes. Proactive 
actions are required to disrupt the information on these websites and to locate and 
neutralize the attack’s origin. In order to take offensive deterrence measures, 
NATO and other international organizations should establish deterrence strategies 
and keep agile and quick response teams always at their finger tips. 

B. Military Cooperation against Cyber Terrorism (Cyber 
Deterrence and NATO)  

The term “cyber deterrence” is the proactive measures that are taken to counter 
cyber terrorism activities. The mission of cyber deterrence is to prevent an enemy 
from conducting future attacks by changing their minds, by attacking their 
technology, or by more palpable means (such as confiscation, termination, 
incarceration, casualty or destruction) [25]. In response to a cyber attack, 
retaliation is possible, but is not limited to the cyber domain. For example, in the 
late 90’s the Russian government declared that it could respond to a cyber attack 
with any of its strategic weapons, including nuclear [26]. 
NATO is the unique international military organization in the world that has cyber-
defense and deterrence capability against cyber terrorism. The cyber terrorism 
against critical infrastructures and ITs is a growing threat for the member countries 
as well. Since the origin of an attack can be oversees, then it should be treated like 
an intercontinental ballistic missile attack. Moreover, the possibility of a large-
scale cyber attack that comprises military force components is much more than the 
possibility of a ballistic missile attack. And also missile defense system will be 
able find adequate time to detect and engage the missile in seconds. But in the 
response to cyber attacks, there may not be sufficient amount of time to react. 
Therefore, NATO’s next concept should cover cyber-attack defense shield, 
following the missile defense shield.  
NATO’s new Strategic Concept focuses on importance of terrorism and cyber-
terrorism. According to Strategic Concept; cyber attacks are becoming more 
frequent, more organized and more costly in the damage that they inflict on 
government administrations, businesses, economies and potentially also 
transportation and supply networks and other critical infrastructure; they can reach 
a threshold that threatens national and Euro-Atlantic prosperity, security and 
stability. Foreign militaries and intelligence services, organized criminals, terrorist 
and/or extremist groups can each be the source of such attacks [27].  
NATO aims to combine the cyber-deterrence abilities under centralized defense 
system. Strategic concept intends to develop further NATO’s ability to prevent, 
detect, defend against and recover from cyber-attacks, by using the NATO 
planning process to enhance and coordinate national cyber-defense capabilities, 
bringing all NATO bodies under centralized cyber protection, and better 
integrating NATO cyber awareness, warning and response with member nations 
[27]. This is the first time that an international organization seriously declares its 
members are going to coordinate and cooperate their national cyber-defense 
capabilities.  
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Experts report on the new concept emphasizes that it is vital for NATO to respond 
to the rising danger of cyber attacks. Report reveals that NATO must accelerate 
efforts to respond to the danger of cyber attacks by protecting its own 
communications and command systems, helping allies to improve their ability to 
prevent and recover from attacks, and developing an array of cyber defense 
capabilities aimed at effective detection and deterrence [28].  
According to report the most probable threats to NATO in the coming decade are 
unconventional. Three in particular stand out:  

• An attack by ballistic missile,  
• Strikes by international terrorist groups,  
• Cyber assaults of varying degrees of severity.  

Since the next significant attack in the near future might be expected from 
cyberspace, NATO has taken some steps to develop these capabilities through 
creation of a Cyber Defense Management Authority, a Cooperative Cyber Defense 
Centre of Excellence, and a Computer Incident Response Capability. Nonetheless, 
serious gaps still exist in NATO’s cyber defense capabilities.   
Already, cyber attacks against NATO systems occur frequently, but most often 
below the threshold of political concern. However, the risk of a large-scale attack 
on NATO’s command and control systems or energy grids could readily warrant 
consultations under Article 4 and could possibly lead to collective defense 
measures under Article 5. Effective cyber defense requires the means to prevent, 
detect, respond to, and recover from attacks.  
Utilizing NATO’s Strategic Concept and the Experts Report on the Concept, a 
series of recommendations can be deducted.  

• All NATO members should recognize that cyber attack is a growing threat 
to the security of the Alliance and its members.  

• A major effort should be undertaken to increase the monitoring of 
NATO’s critical network and to assess and furnish remedies to any 
vulnerabilities that are identified. 

• The Centre of Excellence should help members improve their cyber 
defense programs through training. 

• Allies should expand early warning capabilities in the form of a NATO-
wide network of monitoring nodes and sensors. 

• The Alliance should be prepared to send an expert team to any member 
country experiencing or threatened by a major cyber attack [28].  

• Over time, NATO should plan to mount a fully adequate array of cyber 
defense capabilities, including passive and active elements. 

• The Alliance should consider giving NATO military leaders certain pre-
delegated authorities, based on agreed rules-of engagement, to respond in 
an emergency situation of a cyber attack [28].  

• Member countries should establish their own cyber response teams, as 
well. Cyber defense and deterrence exercises that include different 
member and PfP nations should be held more frequently to train these 
quick response teams and share experiences on the issue. (e.g. Baltic 
Cyber Shield (BCS), as a highly useful international technical cyber 
defense exercise, was executed in May 2010. The exercise was organized 
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in collaboration with several organizations coordinated by Cooperative 
Cyber Defense Centre of Excellence (CCDCOE) and Swedish National 
Defense College (SNDC). An overall objective of the exercise was to 
gather lessons identified for the future cyber shield exercises planning 
[29].)  

VI. RECOMMENDATIONS AND CONCLUSION 
For all the reasons discussed above, it is an obligation to develop an international 
game plan in order to fight against cyber terrorism. Therefore, an 8-step global 
counter cyber-terrorism game plan is offered: 
Step 1. Reaching to a common definition of terrorism and cyber terrorism is the 
starting point. Which activities on the internet (e.g. hacking, propaganda, attacking 
to infrastructures etc.) should be counted as cyber terrorism must be defined 
exactly. Speaking the same language or creating a common technical language 
could be a commencing point.   
Step 2. Essential national and international legal measures have to be taken. 
International legal arrangements should be realized. Then national legislation has 
to be harmonized with the international legislation.   
Step 3. Both bilateral and multilateral agreements on cyber security cooperation 
should be signed among nations.   
Step 4. An intelligence pool should be created in order to collect and share the 
intelligence simultaneously among the nations. Collecting intelligence should 
include not only monitoring terrorist websites but also collecting electronic 
evidence for the potential incoming cyber attacks. 
Step 5. Cyber defense expert teams should be created and charged internationally 
whenever a country encounters with a cyber attack. The number of quick response 
teams that countries own could be raised by the help of NATO’s Computer 
Incident Response Capability and Cooperative Cyber Defense Centre of 
Excellence. An international counter cyber attack response training programme 
should be established. 
Step 6. International counter-cyber attack exercises should be planned and 
executed in order to help the nations share their proficiency and experience. 
Step 7. A well-organized international decision-making process that spans from 
detection to destruction (or disruption) of the cyber attack should be formed. 
Internationally authorized executives should respond to any attack concerning 
international security, based on agreed rules-of engagement. 
Step 8. After-reaction analysis should be accomplished in order to identify and 
improve the weak points of the system. A feedback should be carried out for 
examining of the necessary innovations.   
In consequence, cyber terrorism is a growing concern for the whole international 
community. The current regime of international laws, norms, and definitions not 
only insufficiently addresses cyber terrorism; it actually intensifies the dangers of 
the threat by creating a gray area or gap that can be exploited by cyber terrorists. 
Response to this global threat should be global as well. National efforts should be 
coordinated internationally to be successful against cyber terrorism.  Countering 
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this threat requires not only legislative but also military cooperation including 
deterrence strategies. United Nations and NATO are two key international 
organizations. Due to UN’s unique international character, and the powers vested 
in its founding charter, the organization can take action on a wide range of issues. 
Common definitions, international legal amendments and multilateral agreements 
might be considered and discussed under UN. And the steps concerning 
international military deterrence could be discussed under NATO and shaped under 
the guidance of Strategic Concept of NATO. It should be kept in mind that, 
international cooperation against global cyber terrorism threat is crucial and 
developing further proactive strategies for UN, NATO and other international 
organizations (e.g. European Union, Council of Europe, G-8, OECD) is essential. 
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Abstract- Appraisals of Russian military performance during the armed conflict with 
Georgia in August 2008 noted, among other deficiencies, poor performance in 
Information Warfare (IW). This led to calls in informed commentary for the creation 
of dedicated “Information Troops” within the Russian armed forces, whose duties 
would include what we would define as cyber operations. This stemmed from a 
perception in parts of the Russian Armed Forces that the "information war" against 
Georgia had been lost.  
No such entity has appeared in the Russian order of battle, but the public discussion 
and military comment is informative. Prospects for the appearance of “Information 
Troops” have been discounted both officially by the FSB and privately by Russian 
military officers. Arguments put forward against a unit of this kind include the 
unsuitability of servicemen for advanced cyber operations, and the ready availability 
and deniability of talented civilian volunteers. But at the same time Russia’s EW 
troops are seeing their role and profile evolve in a manner which suggests they may be 
acquiring at least some IW capability.  
The Russian approach to IW differs from our own, and there are specific perceived 
internet vulnerabilities which further affect the Russian approach to cyber operations, 
and prompt Russian pushes for treaty arrangements governing cyberspace. 
This paper draws on unclassified open-source media and interviews with serving 
Russian military officers to consider the Russian military view of cyber operations as a 
subset of information war, and the prospects for creation of “information troops” 
(whether given this name or not) in the context of ongoing Russian military 
transformation. Informal links with volunteer and co-opted cyber forces are also 
considered.  
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I. “INFORMATION WAR” WITH GEORGIA 
The brief war with Georgia in August 2008 prompted critical reviews of all aspects 
of Russia’s performance and capabilities in armed conflict. For the most part, this 
criticism focussed on clear and unambiguous shortcomings in the conduct of 
kinetic military operations [1], giving impetus to the fundamental transformations 
which at the time of writing continue to grip the Russian Armed Forces. But one 
aspect of the conflict provoked far more nuanced and uncertain assessments; this 
was how Russia had acquitted herself in “information war” with Georgia.  
 
Debates in the West over the nature of cyber conflict are followed with interest in 
Russia [2], but are not mirrored in the Russian public narrative. Considerations of 
whether cyberspace is the “fifth domain” for warfare, or simply is a common factor 
to the other four, do not feature in discussion visible in open sources, except in 
citations of Western thinking – in fact the word “cyber” is strikingly absent from 
home-grown Russian analysis, which tends to use the term only to describe US or 
Chinese activities [3]. Instead, the Russian view of “information war” 
(informatsionnoye protivoborstvo, informatsionnaya bor’ba, or increasingly 
commonly, informatsionnaya voyna) is a more holistic concept than its literal 
translation suggests, carrying cyber operations implicitly within it alongside 
disciplines such as electronic warfare (EW), psychological operations (PsyOps), 
strategic communications and Influence.  
 
In other words, “Russia views cyber-capabilities as tools of information warfare, 
which combines intelligence, counterintelligence, maskirovka, disinformation, 
electronic warfare, debilitation of communications, degradation of navigation 
support, psychological pressure, and destruction of enemy computer capabilities 
[4].” At a time when the term has been written out of US information operations 
doctrine [5], “information war” is still alive and thriving in Russian security 
considerations [6].  
 
Yet Russian analyses of the “information war” with Georgia failed to arrive at a 
consensus on whether that war was actually won or lost [7]. The rapid development 
of the portrayal of the conflict in Western media, and the mixed success of 
penetration of the Russian narrative of forced intervention in response to 
intolerable “genocide”, were cited as evidence by both sides in the debate [8]. In 
addition, while cyber “campaigns” before and during combat operations in South 
Ossetia and Abkhazia were not alluded to as a component of Russian overall 
strategy, it was noted that their contribution to the Russian strategic aims was 
limited to the information domain – in other words, while elements of Georgian 
strategic communications were effectively suppressed, broader attacks (for 
instance on critical national infrastructure) were not in evidence [9][10]. 
Regardless of the final conclusion, the common perception among those writing in 
open sources about the information aspect of the conflict was that the performance 
of the Russian military in this area badly needed to improve. 
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II. VULNERABILITY  
Specific historical factors relating to the Russian adoption of the internet and 
information and communications technology (ICT) give rise to a sense of 
vulnerability in this field, which serves only to exacerbate what British expert 
James Sherr called Russia’s habitual “conspiratorial view about absolutely 
everything” [11].  
 
For instance, failure to develop indigenous ICT and communications networks 
technology has led to extensive reliance on foreign-built systems – so a writer on 
information security can note that:  
 
“The information security of the Customs Service of Russia is under the control of 
Slovenia and Germany (Iskratel), Russian power engineering enterprises and 
Gazprom have their security looked after by Germany (Siemens) and Sweden 
(Ericsson), Slovenia and Germany (Iskratel) and the USA (Avaya) make sure there 
are no accidents on the Russian railways, and now the USA and France (Alcatel) 
are to guarantee civic safety for us with the MVD... As for our defensive 
capabilities, it must be noted that the Russian Ministry of Defence does not have its 
own fixed communications network as in other countries but leases 
communications systems from Rostelekom. But the Rostelekom long-distance 
communications network is... wide open to the world.” 
 
In other words, “’Caution, The Enemy is Listening’ is not just a warning you find 
on old telephones, but an objective reality. Their ears are in every home, every 
workplace, every military unit [12].” 
 
The vast majority of Russian writing on cyber conflict is defensive in tone, and 
focussed on information security and information assurance. Although official 
Russia now views the activities of NATO and the USA with less alarm than during 
peaks of tension in the first decade of the 21st century, it remains the case that the 
stated aim of US information operations is “to influence, disrupt, corrupt, or usurp 
adversarial human and automated decision making while protecting our own [13]” 
– and despite careful avoidance by the USA of casting the Russian state in the role 
of an adversary in cyberspace, this language is mirrored in the Information 
Security Doctrine of the Russian Federation. This document, not updated since 
2000, emphasises: 
 
“the development by certain states of ‘information warfare’ concepts that entail the 
creation of ways of exerting a dangerous effect on other countries’ information 
systems, of disrupting information and telecommunications systems and data 
storage systems, and of gaining unauthorised access to them [14]”.  
 
This defensive theme to public statements from Russia contrasts with US and 
British official discussion of cyber issues, where reference to defence against 
hostile cyber operations is balanced with references to considering offensive cyber 
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operations within a range of tools available to respond to attacks – as for example 
with British Minister of State for the Armed Forces Nick Harvey referring to 
“exploiting cyberspace to enhance our defence – including the capability to exploit 
the weaknesses of our opponents. Cyber capabilities may provide the kind of 
precise and tailored effects which a conventional attack cannot [15].” Mention of 
offensive cyber activity by the state is strikingly absent from Russian open sources.  
 
Another distinctive aspect of consideration of information warfare in Russia is 
preoccupations in other spheres of information competition, such as the 
vulnerability of national culture to outside influences – perhaps understandable in a 
nation which, as Timothy L. Thomas puts it, is “armed mentally with the 
experience of losing an ideology at the end of the Cold War (described by some as 
‘World War III’)” [17]. This is another facet of the holistic approach to information 
security in Russia, and this too is reflected in the Information Security Doctrine, 
which includes as threats:  
 
“the devaluation of spiritual values, the propaganda of examples of mass culture 
which are based on the cult of violence, and on spiritual and moral values which 
run counter to the values accepted in Russian society [17].” 
 
Thus in the Russian view, the information threat to be countered is a holistic one 
consisting of both hostile code and hostile content, and the threat is real and current 
– Russian doctrine emphasises the constant role of IW in peacetime as well as 
during hostilities.  
 
The view of Dmitriy Rogozin, Russia’s Permanent Representative to NATO, of 
recent NATO pronouncements on cyber defence is predictably colourful: “in spite 
of all of the Russian side's initiatives, questions having to do with cyber-security 
were not added to the list as a review of the Russia-NATO Council's common 
threats. This means that this topic was closed for Russia - they do not want to 
discuss it with us.” Rogozin uses Stuxnet as an example to suggest that those 
countries whom he considers Russia’s adversaries are “developing systems to 
suppress the cyber-nets of a potential enemy or to introduce to the software of 
civilian production (mobile telephones, for example) harmful programmes that can 
be activated at moment necessary for the West... It comes as no surprise, then, that 
the US has no strong motivation to sign any global treaties on not using cyber-
weapons, especially not with Russia, which potentially could be the object of 
cyber-attacks [18].” 
 
President of the Academy of Military Sciences Army Gen Makhmut Gareyev 
refers to “subversive information technologies of the West” being the root cause of 
disorder in the Middle East and North Africa in early 2011. “Internet networks 
were implanted in Egypt, Tunisia and Libya over a two-year period. It started with 
systematic training for communication checks, without direct calls for unlawful 
actions. At the right moment, a centralized order was issued across all networks for 
people to take to the streets.” Gareyev pointed to a full-spectrum information threat 
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consisting of both code and content. “You know how this was done in Georgia, 
Ukraine and Kyrgyzstan and is now being done in the Middle East,” he continued, 
adding that the main instigator is the US National Security Agency, which 
“controls the radio-electronic situation and internet structures across the world... It 
has open and secret branches in many countries…Any attempt of relevant national 
structures to counteract these actions is immediately portrayed as violation of 
freedom of expression and human rights, causing various sanctions [19]."  
 
Given their role and history, both Rogozin and Gareyev could reasonably be 
expected to take a conservative view on the immediate IW threat posed by the 
West to Russia. But the view that political change in North Africa came about as a 
result of a Western IW/cyber conspiracy, which could now be implemented against 
Russia, has also been expressed by President Medvedev. Speaking at a meeting of 
the National Anti-Terrorist Committee in February 2011, Medvedev said:  
 
“Look at the situation that has unfolded in the Middle East and the Arab world. It 
is extremely bad. There are major difficulties ahead... We need to look the truth in 
the eyes. This is the kind of scenario that they were preparing for us, and now they 
will be trying even harder to bring it about [20].”  

III. “PLAYING CATCH-UP” 
In keeping with a common perception that Russian security bodies moved from a 
very recent standing start in operations via the internet, the official history of the 
Institute for Cryptography, Communications and Information Technology (IKSI, 
originally training specialists for the FSB, SVR and other bodies, and now part of 
the FSB Academy) says that “test use of the Institute’s connection to the global 
Internet network” did not begin until February 1996 [21]. This was not long before, 
at parliamentary hearings entitled "Russia and the Internet: The Choice of a 
Future," FAPSI First Deputy Director General Vladimir Markomenko 
characterised the internet as a whole as a threat to Russian national security [22].  
 
Certainly Russia’s first real exposure to “information war” involving public 
internet resources - countering Chechen information sources during the first 
Chechen war - was a sobering experience, and in the words of Paul Goble, 
“forced... Vladimir Putin to focus ever more closely on the role of the Internet in 
deciding the outcome of conflicts... Putin openly acknowledged that Moscow was 
playing catch-up on this battlefield: ‘We surrendered this terrain some time ago,’ 
he said, ‘but now we are entering the game again [23].’  
 
After computer crime was defined for the first time in Russia’s 1997 Criminal 
Code, “combating crimes of this type became something entirely new for the law 
enforcement bodies. There were a lot of problems... the absence of practical 
experience or methods for investigating these crimes, or of a forensic system [24].”  
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Concerns about IW and cyber vulnerability continued to be expressed even before 
the armed conflict in Georgia. The then Deputy Chief of the General Staff, Lt-Gen 
Aleksandr Burutin, noted in January 2008 that “Russia should be ready for a global 
information war”. “Leading states are now actively developing forms and methods 
of struggle in the information sector”, since “the development of information 
technology transforms the idea of a state's military might and political potential, 
changes the traditional forms of power struggle... In the foreseeable future, the 
final aims of wars and armed conflicts will be achieved not so much by destroying 
the troops and forces of an adversary, as by suppressing its state and military 
command, navigation and communication systems, influencing other information 
facilities on which the stable government of a state depends [25]." 
 
On the same day, Burutin said that information weapons which could be “used in 
an efficient manner in peacetime as well as during war pose great danger” for 
Russia. He voiced the Russian preoccupation with “the destruction of spiritual 
values, by targeting individual, group and mass conscience", noting that this was 
the area of activity of “a number of non-government organizations supported from 
abroad, to form a negative image of Russia [26]”.  
 
Despite the head of US Cyber Command, Gen Keith Alexander, describing Russia 
as a “near peer” to the USA in capability [27], this perception of vulnerability and 
sense that Russia may be lagging behind in development of official capacity for 
computer network operations (CNO) is reinforced by the dogged Russian emphasis 
on treaties or agreements to restrain the activities of states in cyberspace, and so-
called arms control treaties for information weapons [28].  
 
These efforts also involve the Ministry of Foreign Affairs of the Russian 
Federation (MFA) and Directorate K of the Ministry of Internal Affairs (MVD) 
[29]. Professor Igor Panarin of the MFA’s Diplomatic Academy, the author of one 
of the standard works on Russian theory of information war [30], advocates “using 
the mechanisms of the UN and the mechanisms of Russian-American consultations 
to create new rules of the game, rules of information balance and rules for 
protecting our sovereign national information space [31]”. It is argued that the 
2009 agreement between Shanghai Cooperation Organisation (SCO) states on 
“cooperation in ensuring international information security”, including provision 
for military cooperation, should be used as a template and extended [32]. 
Meanwhile, CSTO Secretary-General Nikolai Bordyuzha has said that his 
organisation too must “create a joint system to counter information threats”, since: 
“a number of Western countries and international institutions, the first to step over 
the threshold of the information era, have stepped up the structural reconstruction 
of national and security systems on the basis of joining their information potentials 
into one to achieve political, economic, military and ideological dominance at the 
regional and global levels... Developing a common information space become 
particularly important. There is a need to create a joint potential for countering 
information threats, to secure information resources and communications of the 
CSTO bodies and the member states' national authorities [33].” 
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Taken together, this offensive on a broad front suggests strongly that Russia feels 
the need to complete its “catch-up” with foreign states, while further development 
by those states should ideally be limited by international binding agreements. 
 
Some of the proposed treaty limitations make interesting reading when compared 
with anti-social behaviour in cyberspace which has emanated from the Russian 
Federation: Aleksandr Burutin backs “a mutually acceptable multilateral 
mechanism” which would bind states to “taking responsibility for what is 
happening in their information space” – a responsibility conspicuously absent in 
the case of Russia [34]. 
 
In treaty proposals as well as in doctrine, Russia conflates the threat from hostile 
bits with the threat from hostile content, which according to the Information 
Security Doctrine can "distort the perception of the political system, social order, 
domestic and foreign policy, important political and social processes in the state, 
spiritual, moral, and cultural values of citizens." It is for this reason, among others, 
that Russia is dissatisfied with initiatives proposed overseas - as uncompromisingly 
put by Khatuna Mshvidobadze of the Georgian Foundation for Strategic and 
International Studies (GFSIS), “Moscow refuses to sign the only promising 
agreement, the European Convention on Cybercrime, which has been open for 
signatures since 2001. The Kremlin does not want to cooperate with foreign law 
enforcement officials looking into something like the 2007 cyberattacks on 
Estonia, and it is surely does not want to risk exposure of its links” to cyber crime 
syndicates [35].  

IV. “INFORMATION TROOPS” 
When reviewing the military’s performance in Georgia, deficiencies were noted in 
both the information-technical and information-psychological domains, the two 
main strands of information warfare in Russian thinking [36]. The answer, in the 
view of several informed critics, was the creation of “Information Troops” within 
the Russian Armed Forces, who would meet the military’s need for full-spectrum 
information operations.  
One of the most clearly developed arguments for an entity of this kind was put 
forward by Igor Panarin, referred to above. Panarin called for “Information Special 
Forces” who would “prepare for effective operations under potential crisis 
conditions [37]”. These operations would cover all aspects of information 
operations, including CNO: as he noted elsewhere, “the objective is... certainly, to 
create centres which would envisage so-called hacker attacks on enemy territory 
[38].” 
 
The holistic nature of the tasking for these new units, and the way in which the 
Venn diagram of the Russian information war concept includes much that we 
might categorise under entirely different headings, was illustrated by further 
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extensive and detailed descriptions of the desired new capability, which inter alia 
stated:  
 
“The personnel of the Information Troops should be composed of diplomats, 
experts, journalists, writers, publicists, translators, operators, communications 
personnel, web designers, hackers, and others... To construct information 
countermeasures, it is necessary to develop a centre for the determination of 
critically important information entities of the enemy, including how to eliminate 
them physically, and how to conduct electronic warfare, psychological warfare, 
systemic counterpropaganda, and net operations to include hacker training [39].” 
 
Persuasive press commentaries were followed in due course by Aleksandr Burutin 
noting at the National Information Security Forum that it was “essential to move 
from analysing the challenges and threats... to reacting to them and pre-empting 
them [40]”. At the same time the Ministry of Defence acquired a new deputy 
minister specifically for information and telecommunications technologies, 
Dmitriy Chushkin [41].  

V. COMPETITION  
But when Col-Gen Anatoliy Nogovitsyn followed up by suggesting that the 
General Staff should be working on defence against information-technical attack, 
this military ambition was immediately criticised by the Federal Security Service 
(FSB): “It is a strange statement... Such issues are not under the purview of any 
one department and should be resolved within the framework of the country's 
Security Council” (a body saturated with serving and “former” FSB officers). “At 
the same time, the military cannot but know that we have already created 
information-protection mechanisms, and they are constantly being improved [42]." 
 
This is indicative of the fact that this capability, which the military seems to feel it 
lacks, is already well-established in other of Russia’s “power ministries” with 
permanent seats on the Security Council. The regulations on use of SORM, 
Russia’s official monitoring system installed (and paid for) by ISPs, state that it is 
the FSB that accesses information on internet use on behalf of all other interested 
parties, or if they do not have sufficient technical means to do so, the MVD takes 
over [43]. The MVD has its “Directorate K” dealing with information crime in the 
broadest sense, and with a perceived ambiguous role in which kind of cyber crime 
it will prosecute and which it will leave in peace. Russia did at one point have a 
dedicated information security agency, the Federal Agency for Government 
Communications and Information (FAPSI) – described by one leading expert as 
“the unofficial Ministry of Information Warfare of the Russian Federation [44]”. 
Although the life-span of FAPSI as an independent entity was relatively short, its 
components were not disbanded but absorbed into two other agencies – the Federal 
Protection Service (FSO) and the FSB [45].  
 

52



While the FAPSI directorate dealing with government communications was 
transferred to the FSO [46], the FSB received the Main Directorate for Radio-
Electronic Reconnaissance on Communications Networks (Glavnoye upravlenye 
radioelektronnoy razvedki sredstv svyazi, GURRSS). The influence of this body in 
directing policy today could be inferred from the fact that the former chief of 
FAPSI and of the GURRSS, Vladislav Sherstyuk, holds the information security 
portfolio on the Security Council and is also the head of the Department of 
Information Security at Moscow State University [47]. This department is 
particularly active in Russia’s drives for international agreements on information 
and cyber conflict [48], referred to above. So a proposal for a new component of 
the Russian Armed Forces dealing with information warfare would have to contend 
with the fact that it would be launched onto a stage already crowded with other 
actors, who might be less than entirely willing to share space with a newcomer 
[48].  

VI. THE REB TROOPS  
Opinions on the prospects for “Information Troops” among senior Russian serving 
military officers interviewed for this paper vary widely. One dismissed the idea out 
of hand [50]; another expressed the view that although media chatter about 
“Information Troops” might be misguided, if a place were to be found for carrying 
out functions of the kind described within the Russian Armed Forces, it would be 
in the Voyska radioelektronnoy bor’by, Voyska REB – the Russian military’s 
electronic warfare branch, to be translated here as REB Troops [51]. This was one 
of the few elements of the Russian forces whose performance did not suffer intense 
criticism after the armed conflict in Georgia (although as always, it is hard to 
distinguish Georgia’s claims of effective enemy counter-measures from complaints 
that friendly communications systems simply didn’t work in the first place) [52]. 
 
The emblem of the REB Troops, a spider astride a globe in the form of a latitude 
and longitude grid, is rich with temptation for those who would wish to interpret 
the symbol as meaning that operations using the internet are a key part of their role 
– even if there has been no explicit mention of formal expansion into cyber 
activities. (So much so, in fact, that the emblem has been appropriated by the self-
styled “Cybernetic Police” for their website on information security and computer 
crime in Russia [53].) 
 
Much of the upbeat material in open sources written about future plans for the REB 
Troops blends easily into the background noise of puff pieces about Russian 
military capability: they are not immune from the standard regular promises of new 
and improved equipment “which has no world equivalent”. But at the same time, 
change does appear to be taking place there. Declaring a “REB Troops Day” 
alongside similar days for border guards, paratroopers etc. suggested a boost in 
status for the branch, even before a promise of reorganisation into an independent 
service arm in its own right [54], which if true would be a remarkable 
development. The REB Troops are currently part of the “Special Troops” (not to be 

53



confused with “special-purpose troops” or Spetsnaz), i.e. troops with specialised 
functions which are not part of a force or service arm (vid or rod voysk). 
 
At the same time the main role of the REB Troops has been re-defined as “winning 
and retaining superiority in command and control of combat actions” (a common 
phraseology in Russian definitions of information warfare), while “the effect of the 
actions of EW means are comparable with the use of modern high-precision 
weaponry”. Furthermore, “in the near future fundamental changes in the 
development of EW means and materiel should allow it to develop into a specific 
main form of combat action, which in many ways will determine the course and 
outcome of armed conflict [55].” In short, although there is no direct evidence to 
support the suggestion that the REB Troops will be the locus of CNO for the 
Russian Armed Forces, the coloratura of official statements suggests that their role 
and prominence is developing in a new direction.  

VII. DIY CYBER WAR  
Another serving Russian interviewee was sceptical about the prospects for creation 
of effective “Information Troops”, whatever their formal title might be, because of 
the difficulty of finding and retaining appropriate personnel within the military – in 
fact, he noted, the military was the wrong place for capabilities of this kind, since 
servicemen under orders could never compete in flexibility and creativity with 
civilian enthusiasts [56]. The tension between qualities desirable in servicemen and 
qualities desirable in “information warriors” may well be a universal problem - in 
the phrase of Brig-Gen Charles Shugg, Deputy Commander US 24th Air Force, it is 
hard to find people who are “military minded but still competent to be cyber 
professionals [57]”. Just as with their counterparts overseas, the Russian REB 
Troops too report retention difficulties due to competition from civilian employers 
[58]. And in Russia, an additional constraint is imposed by reliance on conscription 
for a significant part of military manpower: it remains the case that those young 
males with an interest in, aptitude for, and access to ICT are the ones who are least 
likely to be conscripted, and therefore available for manning “Information Troops”, 
because they are precisely the ones who have access to the vast wealth of online 
information explaining the best possible ways of avoiding the draft [59].  
 
Yet according to one counter-argument, much of what the “Information Troops” 
would seek to achieve in terms of CNO need not be sited within the military at all. 
The cyber component of confrontation with Estonia in 2007 and Georgia in 2008, 
and the online assault against Kyrgyzstan in January 2009 [60], showed how little 
encouragement large sections of the Russian online community need to join in with 
furthering Russian state goals. A Russian survey of “actors in cyberspace” defines 
“Net NGOs” as “internet combatants who as a rule declare the absence of any link 
with State bodies but which as a rule are financed by them, or by other entities 
[61]”. But with a light management touch ensuring that plausible (or even 
implausible) deniability is maintained, a nudge in the right direction is enough for 
campaigns rapidly to take on a viral nature. As suggested in one Russian report on 
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the cyber attacks on Georgia, “there is no need for the state machine in modern 
cyber warfare [62]”. When considering a loose network of highly technically 
capable individuals working towards a common goal, there is an obvious parallel 
with the Russian Business Network (RBN) cybercrime organisation [63].  
 
With an overlap of tactics, techniques and procedures (TTPs) between cyber crime, 
cyber activism, and cyber aggression, from a Russian perspective the synergies are 
clear. As Alex Klimburg puts it, “the differences between these categories of cyber 
activity are often razor thin, or only in the eye of the beholder. From the 
perspective of a cyber warrior, cyber crime can offer the technical basis (software 
tools and logistic support) and cyber terrorism the social basis (personal networks 
and motivation) with which to execute attacks on the computer networks of enemy 
groups or nations.” Furthermore, “states have an interest in maintaining or 
tolerating proxy organisations that could be implicated in this type of activity and 
other forms of attack, such as distributed denial of service, which can be conducted 
by an average computer user with the right tools [64]”. Khatuna Mshvidobadze 
goes further and states that “the FSB's 16th Directorate is believed to control 
Russia's reserve force of hackers [65].” And in the words of the head of the 
Federation Council's Defence and Security Committee, Viktor Ozerov, briefing 
foreign military attaches on 18 March 2011, "there is still no special structure for 
countering cyber in the Armed Forces, but this does not mean that we are not 
dealing with these problems [66]." 
 
The ready availability of cyber volunteers, or those who can be co-opted, is 
facilitated by the relatively low barriers to entry to would-be cyber miscreants in 
Russia. Some of the scripts and instructions distributed to aid those who wanted to 
attack Estonia in 2007 but didn’t know where to start may have been of an 
extraordinarily basic nature; but there is an impressively broad choice of Russian-
language online resources available for the guidance and equipping of those who 
would like to develop their computer network attack (CNA) and penetration skills 
further. On the basis of the author’s entirely unscientific comparison, it appears a 
great deal easier (and cheaper) for a Russian speaker to find meaningful 
instructions, guidance and tools than for somebody seeking to make the same debut 
in English [67].  
 
The concentrated power of deniable CNA operations from Russia is striking even 
when it is not directed abroad with hostile intent, as witness the fallout from the 
concentrated efforts to suppress the blogger Cyxymu in August 2009, when 
collateral damage meant large parts of Twitter, Facebook and LiveJournal were 
temporarily taken offline [68]. As David Hollis implies in the study cited earlier in 
this paper, when drawing lessons for future confrontations, in circumstances of this 
kind where the objectives of the perpetrators coincide precisely with the interests 
of the Russian state, is it important whether the aggressor party denies liability or 
not [69]? Much has changed since Moonlight Maze, when activities directed 
against US government computer systems reportedly ceased outside Russian office 
hours [70]. 
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VIII. CONCLUSION  
The narrative of “information war” is developing within Russia, but mostly under 
the influence of initiatives taken overseas. The approach to CNO by the USA and 
to a lesser extent by its allies is followed closely. The most recent senior comment 
on the subject at the time of writing came from influential long-term Duma deputy, 
and former Secretary of the Security Council and Deputy Minister of Defence, 
Andrey Kokoshin - a long-term proponent of the vital importance of information 
superiority for Russian security [71], with, intriguingly, a first qualification in 
radioelectronics from the then Bauman Higher Technical College [72]. 
 
Speaking at the launch of a report entitled “’Cyber Wars’ and International 
Security” published in late January 2011 jointly by the Institute of International 
Security Issues of the Russian Academy of Sciences and the Faculty of World 
Politics of Moscow State University, Kokoshin said that “the development of 
issues of information warfare and ‘cyber wars’ must take place on an 
interdisciplinary level... the experience of many states shows that information 
warfare is not just a function of the Armed Forces: other state institutions including 
the secret services take part in it [73]”. This makes an interesting counterpoint to 
the FSB statement cited earlier in this paper which appeared to be suggesting that it 
was not the business of the Armed Forces at all. The “’Cyber Wars’ and 
International Security” report, according to the Russian Ministry of Defence 
newspaper Krasnaya Zvezda, “examines primarily US and Chinese policy in this 
area... The study examines issues such as operations in cyberspace as an integral 
part of information operations [74].” At the time of writing, the report itself 
appeared to be unavailable in open sources.  
 
Meanwhile, Russian security concerns will continue to be prompted by the fact that 
“influencing the transfer and storage of data means that the physical destruction of 
your opponent’s facilities is no longer required [75]” – potentially negating all the 
benefits of Russia’s hard-won military reforms. Efforts will continue to be 
“directed at introducing international legal mechanisms that would make it possible 
to contain potential aggressors from uncontrolled and surreptitious use of 
cyberweapons against the Russian Federation and its geopolitical allies [76].” 
 
So, Russian statements and initiatives on cyber operations have to be placed in this 
context of observing rapidly-developing capabilities overseas, and listening to 
public announcements in the USA and elsewhere of ever-greater potential and 
willingness to inflict damage on adversaries by means of cyber attack. At present, 
the urgent arguments for the creation of “Information Troops” within the Armed 
Forces have not yet given rise to any visible change in tasking or designation of 
military structures, and visions of Russia’s potential organised cyber warriors 
range from the heroic and omnipotent [77] to the realms of surreal parody [78]; but 
there is no doubt that the preoccupation with a perceived lack of capacity to 
prosecute or defend against CNO within the military will continue to provoke calls 
for action.  
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Abstract- Like other modern societies, Sweden is highly dependent on its digital 
infrastructure in order to run vital functions such as electricity, water purification, 
information and communications. Even though this infrastructure is characterized by 
transboundary features, it is clearly a part of the Swedish state. In peacetime, the Swedish 
armed forces are tasked to protect and defend the geographic territory of the state from 
violations, and the authority to do so is given by the Territorial Defence Ordinance. 
However, according to the analysis of this paper, the ordinance can not be applied on the 
digital parts of the society, by the military called “the fourth arena”. Numerous difficulties 
rises with an application of the ordinance in its present wording and against this 
background, it is of interest to clarify the present legal situation and suggest a way 
forward in order to achieve adequate protection on the same premises as the other arenas. 
The interdependency between national and international law on this matter is pointed out 
and international law is used to interpret the national ordinance. The conclusion is that the 
Swedish politicians and legislators’ needs to find legal support for the defence of the 
Swedish digital interests and infrastructure by seeking cooperation and legislative 
solutions in an international context and by doing so, hopefully the national legislation will 
follow. The legal challenges faced by Sweden are likely to be similar in several comparable 
countries, why this discussion should be of interest for other states and held in an 
international context. 

Keywords: digital territory, international law, violation, transboundary features  

 

Copyright © 2011 by CCD COE Publications 

 

 

 

2011 3rd International Conference on Cyber Conflict 
C. Czosseck, E. Tyugu, T. Wingfield (Eds.) 
Tallinn, Estonia, 2011 © CCD COE Publications 

 

Permission to make digital or hard copies of this publication for internal use within 

NATO, and for personal or educational use done for non-profit or non-commercial 

purpose is granted providing that copies bear this notice and a full citation on the first 

page. Any other reproduction or transmission requires prior written permission. 

61



I. INTRODUCTION 
The Swedish armed forces are tasked by the Swedish government to defend and 
protect the territorial integrity and national independence of Sweden in accordance 
with international [1] and national law [2-3].  
The Swedish Territorial Defence Ordinance (the ordinance) [4] is the national 
legislation which authorizes the armed forces to defend the Swedish geographic 
territory in peacetime, at least regarding the three traditional military arenas (land, sea 
and air). Most states have national legislations with similar function to the ordinance 
since in a society founded on the rule of law, the authority for state officials to use 
force have to be expressly given and regulated by law in order to fulfill the 
requirements of legality and human rights . The ordinance is the national interpretation 
and implementation of the international law principles on state sovereignty and the 
right not to have its territory violated by other states [5]. It gives the armed forces the 
right and duty to defend the territory by using force if necessary, during jus ad bellum, 
the lawful resort to force in peacetime. In case of a war situation, jus in bellum, the 
ordinance ceases to apply and will be replaced by the Laws of Armed Conflict, LOAC 
[6]. It is undisputable that the armed forces are obliged to defend the Swedish digital 
infrastructure in case Sweden becomes involved in a war on the same legal 
prerequisites, jus in bellum, as the other arenas. Equally clear is that if a computer 
network attack is to be regarded as an “armed attack” in accordance with article 51 of 
the UN Charter, this would constitute a right to self defense in the same way as the 
other arenas. However, the threshold of an “armed attack” in a digital context is yet to 
be defined [7] and from international state praxis, we can conclude that no computer 
network attack have yet been categorized as an “armed attack” according to article 51. 
In addition, the difficulties to identify the perpetrators and/or the responsible state in 
conjunction with a strong political context have an aggravating effect on the 
development of praxis on this legal area.1 This directs our main focus to peacetime 
incidents and conflicts, where the territorial ordinance is applicable, and not in the 
context of war or an armed attack. The question about the definition of a “digital 
territory” is however equally important both in a jus ad bellum as well as in a jus in 
bellum context. 
 
The international legal framework from where the territorial ordinance origins were 
developed in an era when the digital revolution were yet to be born. The technical 
development and the information revolution bring with it an entirely new set of 
requirements which stretches beyond the existing legal labels and structure. To be able 
to deal with the digital dimension, the international legal framework have to be 
prepared to develop to avoid the risk of becoming outdated or end up being contra 
productive and thereby short-circuit itself. Swedish (and most other) military doctrine 
                                                           
1 For example, the attack on Estonia in 2007 were initially regarded as an article 51 

attack by a statement by the Estonian Prime Minister Andrus Ansip, but it was later 
withdrawn by the Minister of Defence Jaak Aaviksoo after discussions with EU and 
NATO since NATO at that time did not consider cyber attacks as a clear, military 
action. 
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is more easily developed than laws, and embraces the fourth arena which is the same 
thing as we in daily language call the digital infrastructure of the society but in a 
military context. Computers, Internet, networks and other sorts of data form an integral 
part of our society and its importance as well as our dependence of it is steadily 
increasing [8]. The Swedish government and the Ministry of Defense are fully aware 
of this development, which becomes clear in the latest bill ” A functional defense” [9]. 
The bill points out the increasing importance of the digital infrastructure and that the 
threats against it have risen. The risk of a full scale cyber war taking place is not 
regarded as the most plausible or imminent threat, instead focus is set on the risk for 
cyber incidents and conflicts of a lesser magnitude, including web based criminality. 
Today, there are numerous international examples of cyber incidents and conflicts, 
from large-scale computer network attacks such as those which took place in Estonia 
2007 and in Georgia 2008, to the Stuxnet virus in 2010 [10] and computer network 
exploitations such as secret intrusions, espionage and numerous thefts of information 
which happened to Google in China [11] and the US Defense in 2010 [12] . NATO 
and EU circulated warnings to protect secret intelligence material due to cyber attacks 
originating from China, and it was concluded that the EU system was vulnerable due 
to the fact that security efforts were the responsibility for each member state [13]. The 
Swedish foreign minister Carl Bildt has emphasized in the Statement of Government 
Policy 2010 as well as in articles in national and international press [14] the need to 
acknowledge the importance of the threats against the digital infrastructure and the 
Internet. He underlines the importance to protect the freedom of speech and the need 
for enhancement of the security on the global digital arena, not necessarily by 
regulating the Internet but by finding ways of discouraging the perpetrators. Finally, 
the Swedish EU Commissioner Cecilia Malmström points out the importance for states 
to cooperate in order to effectively handle the transboundary nature of digital threats. 
She is presently working active to strengthen the capability within EU [15] as well as 
initiating a dialogue with NATO and the United States. 
 
Against this background, it is of interest to clarify whether it is possible for the 
Swedish armed forces to apply the ordinance on the fourth arena in order to protect the 
digital parts of the society in peacetime, jus ad bellum. The conclusion is however 
highly doubtful and the Swedish politicians and legislators needs to find a solution to 
this dilemma. 

II. THE TERRITORIAL DEFENCE ORDINANCE 
According to the Swedish Territorial Access Ordinance [16], foreign state owned 
vessels and vehicles need to get an advance permission to enter Swedish territory 
except from emergency situations or for innocent passage.2 The Territorial Defence 
Ordinance becomes applicable when a state owned subject violates these rules in any 

                                                           
2 The expression ”innocent passage” means that vessels by sea may pass through the 

territory under certain circumstances, for example without any stops, passing at a 
certain distance from the Swedish territorial waters and such. This rule has its origin in 
the UNCLOS, United Nations Convention on the law of the Sea article 17-19. 

63



way. An unauthorized presence on Swedish territory gives Swedish armed forces the 
right and duty to react, if necessary by using force.  
 

III. A NATIONAL DIGITAL TERRITORY? 
The geographic territorial borders of Sweden can be determined by treaties, 
conventions, maps and nautical charts. However, there is no definition on where the 
”digital borders” are drawn. If we can not determine a territory, it will be equally 
difficult to say whether an infringement has taken place or not. Therefore, a 
prerequisite to apply the ordinance on the fourth arena is to have some sort of territory 
and borders defined. This in turn implies that the legislation can not be applied in its 
present wording due to the unique and significant circumstances the digital dimension 
carries with itself. It is to some extent possible to define a digital territory on the same 
conditions as for the geographic territory since the digital infrastructure has geographic 
connections such as wires and cables, servers, nods and the software used on these. 
The hard- and software which keep up the digital infrastructure of a state could in this 
sense constitute a Swedish digital territory where information can be created, stored 
and pass through. Unfortunately, this suggestion is associated with several problems. 
For example, state owned information is not always handled within the geographic 
borders of Sweden. A recent investigation [17] showed that almost twenty percent of 
the Swedish authorities and municipalities were at risk at having their e-mail bugged 
due to the fact that their spam filters were located in foreign countries by “cloud 
computing”. If information for example should be stored at a server in another country 
it is highly questionable whether it is defendable at all, at least by Swedish armed 
forces. But how important is it to talk about borders and territory in this context when 
the digital dimension care so little about geography? Well, since the legal framework 
can not simply abandon its present structure, it have to continue to be fastidious about 
borders and national territories and this in turn, means the need for a solution to the 
problem remains.  

IV. PRINCIPLE PROBLEMS 
The ordinance primarily deals with the presence of state subjects and not of 
individuals. A consequence with an application of this ordinance on a digital territory 
is that every subject that wants to access the Swedish digital territory would have to be 
identified and classified as a state subject or an individual in order to initiate the 
process of giving permission to enter or not. Of course, this is an impossible task to 
perform and it is against several principles. In addition, according to the international 
law principle on proportionality the actions taken by a state to protect and defend its 
territory are not unlimited; they have to be proportionate to the violation. It is doubtful 
whether such procedures would be acceptable according to this principle. Finally, the 
founding idea of the Internet that information should be free and accessible for 
everyone would be violated, and the extensive surveillance would be against several 
human right principles, such as freedom of speech and the right to privacy [18]. 
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V. LEGAL PROBLEMS 
The alternative to adjust the ordinance with the purpose of facilitate its applicability on 
the fourth arena is problematic due to the fact that this law origins from the 
international law regarding state sovereignty and the right for states not to have their 
territories violated by other states [19]. International law is not possible to change for a 
single state, but states can refine and develop it by interpretation and then make own 
political standpoints. There are numerous examples when states declare their opinion 
of the law in specific cases, for example Russia has declared that they equal computer 
network attacks with the use of weapons of mass destruction [20]. An adjustment of 
the ordinance to the special conditions of the fourth arena has to have a strong 
connection to the political official standpoint with regard to international law, and as 
long as this is not developed on the digital area, neither will the ordinance.  
 
 
The ordinance is only applicable on violations in peacetime, jus ad bellum, which 
means it does not embrace violations which amount to an armed attack on Swedish 
territory, jus in bellum [21]. If the ordinance is to be used in its present wording, it is 
necessary to define the expression “violation” in a digital context. Comparing what 
would constitute a “violation” on the other military arenas, the ordinance would regard 
the mere unauthorized presence of a foreign state subject on Swedish territory as a 
violation. Using a strict interpretation in the digital context, a violation would be any 
foreign state actors’ presence on the Swedish digital territory, for example entering a 
Swedish website without some sort of an advanced permission. Even if such analogy 
is well in line with the wording of the regulation, this is obviously not going to be 
practiced. However, if we choose to take a step away from the strict legal wording and 
interpret violation as something more intrusive than the mere unauthorized presence, 
“violation” would mean intrusions in digital areas not open for public access. Such 
intrusions with the purpose of gaining access to areas which contains data otherwise 
restricted in order to achieve information or to be able to navigate in otherwise closed 
networks, means we end up in a completely different set of laws. Still and only due to 
their digital features, these cases will not be handled by the ordinance or the Swedish 
armed forces, but by the Swedish police. These actions are primarily categorized as 
criminal acts and they are sorted legally under national criminal laws. However, at the 
same time, they are equally infringements of article 2.4 UN Charter if committed by a 
state. Digital intrusions could also be regarded as a use of force [22] in this sense, 
however not particularly serious due to the lack of the element of being “armed”, i.e. 
no weapons are used, or because their effects are not severe enough [7]. In an EU 
context, these intrusions are also illegal actions according to the Council Framework 
Decision on attacks against information systems and the Council Framework Decision 
on combating terrorism [23]. 
 
Another complicating factor is that in case of a violation of a Swedish digital asset 
which is geographically situated outside the Swedish territory, neither the Swedish 
police, nor the Swedish armed forces have any right to protect or defend it. In these 
cases, the only alternative is to be reliant on the actions of the authorities of the 
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country where the asset is placed. Another feature, however equally difficult, is the 
situation of interdependency between states, i.e. when a state is dependent on the 
function of digital assets and infrastructures owned by another state. Sweden is for 
example operating one of the thirteen root servers in the world which provides the key 
element of the domain name infrastructure of the Internet. Operating the root server 
and keep it stable and secure is certainly of interest for other countries than Sweden, 
even though they have no jurisdiction to take actions in case needed [24]. 
 

VI. PRACTICAL PROBLEMS 
Why not solve the problem by claiming a Swedish digital territory and then apply the 
ordinance on the fourth arena in its present wording? The argument to do so is simple 
– why should not general rules be applied on the digital parts of the society as well, 
especially with regard to its increasing importance. Unfortunately, this solution is too 
elementary due to the far reaching consequences it would bring and as we must take 
into consideration. For example, it would demand that the digital borders would have 
to be constantly monitored and that, taking into consideration the amount of traffic 
passing these borders every day would be an extensive on the verge of impossible, task 
to perform. Further on, the definition of the border would need constant and immediate 
updates since it would be defined by the existence and use of hard- and software 
within the geographical Swedish territory and that development is a constant and 
uncontrollable process. However, there is digital infrastructure which is indisputably 
placed within the geographic borders, and thereby could constitute at least some parts 
of a Swedish digital territory. Unfortunately, the crucial information needed in order to 
apply the ordinance is where the border of the digital territory is. This means that even 
if information on the digital geography is provided in part, it will be impossible to 
draw a complete borderline and defend it in the same way the other arenas are doing. 
If the borderline can not be drawn, there is also a risk that the society will have 
different levels of protection, or in worst case, not be defended at all, which is a 
problem. Due to this, an application of the ordinance in its present wording on a 
Swedish “digital territory” does not appear to be practically possible at all.  
 
In summary, there are principal, legal and practical problems which speak against an 
application of the ordinance on the fourth arena. To make use of this ordinance on an 
arena where completely different standards and conditions prevails implies a number 
of undesirable consequences.  

VII. ARE WE GOING TO PROTECT AND DEFEND SWEDEN 
INCLUDING ITS DIGITAL DIMENSION? 
If the ordinance cannot be altered to fit or be applied onto the fourth arena, and no 
digital borders are possible to draw, does this mean the Swedish digital society shall 
not be protected and defended as the land, air and sea territories are against violations? 
Is this a fair consequence of having an inadequate regulation? The answer to this 
question is without hesitation that the whole society shall be protected and defended, 
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including its digital parts. This intention is clearly proclaimed by the politicians in the 
latest defence bill [25] issued by the government. The content of the bill is one step in 
a direction towards a possible solution by discussing the tasks for the Swedish armed 
forces as well as national security, sovereignty and independence in a global context. 
By pointing out threats as well as their solutions as something which no longer 
necessarily occurs or is to be protected and defended within the national borders, but 
in our immediate region and beyond, the government stretches the Swedish 
responsibility beyond the geographic territory. The ratification of the Treaty of Lisbon, 
the article 47.2 of the Treaty of the European Union (TEU) and the solidarity clause in 
the Treaty on the Functioning of the European Union (TFEU) article 222 strengthens 
this view and implicates that Sweden is prepared to comprehend and take 
responsibility for the security for at least the other member states of the EU. This view 
was also established by the “solidarity declaration” made by the Swedish parliament in 
June 2009 which states that Sweden will not be passive in case a catastrophe or an 
attack would occur in another EU member state or a Nordic country. This declaration 
covers both civilian as well as military crisis which is an advantage in a digital 
context, for example with regard to the problem of identifying the perpetrator. 
However, the prerequisites for such cooperation are still to be developed and since the 
specific purpose of the ordinance is to give the Swedish armed forces the authority to 
defend the Swedish territory, the applicability of the regulation is strictly national and 
will not provide adequate legal basis for such cooperation.  

VIII. LEGISLATION AND/OR INTERNATIONAL COOPERATION – 
A WAY FORWARD? 
A possible legal solution to the problem is to write a new and separate law, which 
defines what parts of the digital society to be considered as critical for its function and 
provide the Swedish armed forces with authority, strictly restricted to these parts, to 
defend it from violations in peacetime. There is already a law [26] which gives this 
authority to Swedish armed forces to guard specific objects and buildings as they 
consider need to be protected from unauthorized access by the public in order to 
prevent sabotage, terrorist actions and espionage, but it do not apply to the digital 
infrastructure. Creating a similar regulation for digital infrastructure which needs to be 
protected could be a way forward in order to ensure the function of the society and at 
the same time take international responsibility in order to strengthen the global digital 
security. Although, this is only a half-way solution since it will not be the same as 
defending the whole digital infrastructure of Sweden. It will only strengthen the 
protection of parts of the infrastructure in case of violations. In addition, the political 
history of Sweden makes it difficult for politicians to legislate against a strong public 
opinion that the armed forces should not be put at risk of using force against citizens 
on Swedish territory.3 Due to this reason, the chances of having this type of legislation 
are highly uncertain. Another suggestion which already has been addressed is to put 
                                                           
3 The strict division of tasks between the armed forces and the police can be traced back 

to events that took place in Ådalen in 1931 where Swedish military fired at and killed 5 
people at a demonstration. 
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the territorial questions aside and focus on efforts to strengthen international 
cooperation on these matters. One tool could be the development of the content of the 
solidarity clauses in the TEU and the TFEU. Additionally, with increasing 
interoperability and interdependency between countries, there should also be of 
interest to discuss if there are duties countries would owe to each other in protecting 
their digital infrastructure; however that question is too large to be addressed further in 
this paper. 

IX. CONCLUSIONS 
In summary, we can conclude that the ordinance can not be applied on the fourth arena 
due to principal, legal and practical problems. At the same time, there is a clear 
intention from the political leadership that the Swedish digital infrastructure shall be 
protected and defended. All modern societies are highly dependent on the function of 
their computers, networks and communications, which is a strong indicator that this 
ambition will not change. The unavoidable conclusion is that if the ordinance cannot 
provide a legal basis for the protection and defense of the Swedish digital 
infrastructure in peacetime, the legislators have to find a new solution, especially 
taking into account that the fourth arena operates under special circumstances, not 
always easily compared with the other parts of the society. Efforts have already been 
made by the politicians in creating security in a global context and this should 
continue to be a highly prioritized goal. If an international system of cooperation is 
established with the purpose to better protect the digital assets of states and a legal 
position has been worked out to ensure its function, less attention will be drawn to 
geographical territory issues, and surely national legislation will follow in order to 
meet the needs of the twenty first century instead of trying to adjust the features of the 
modern society to an outdated legal order. 
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Abstract– This paper provides the rationale and blueprint for a “cyber red team”, a 

dedicated military capability whose objective is to improve the cyber defence of the 

Alliance through the controlled execution of cyber attacks. These cyber attacks would 

be specifically designed to achieve three goals. The first goal is to assess the 

effectiveness of the existing security measures in providing mission assurance, at both 

the technical and procedural levels. The second goal is to demonstrate the possible 

impact of these cyber attacks to senior management and key stakeholders. The third 

goal is to improve the cyber security staff’s ability to detect and respond to cyber 

attacks by exposing them to realistic, unannounced attacks in their specific working 

environment. Details of the proposal cover governance, command and control, modus 

operandi, organizational structure, skills and experience required for team members 

as well as recommendations for personnel selection. It also identifies a number of 

controls that would address concerns related to its implementation. 
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I. INTRODUCTION 

Given the immense complexity of large, modern communication and information 

systems (CIS), military organizations rely on risk management as the primary 

approach to achieve “adequate” security and protect the CIS from attack, each 

following the approach with a different degree of formality. Through risk 

management, military organizations identify security measures intended to bring 

the risk to a level thought acceptable without unduly limiting the usability of the 

protected CIS, an unfortunate side-effect of most security measures. 

Many accelerating trends, such as convergence to IP networks, greater 

interconnectivity, and increased cyber threats, are resulting in greater uncertainty 

about the actual risks being taken. The cyber domain is simply changing too 

quickly for most military organizations to fully appreciate the impact of these 

changes on the security posture of their CIS. Best practices on risk management [1] 

are increasingly more difficult to follow under tighter constraints on time and 

budget, and the constant changes in operational requirements inherent to military 

missions. Finally, most of the security measures deployed in modern CIS require 

human involvement to function properly. Thus the effectiveness of security 

measures is dependent not only on the successful implementation of an underlying 

technical system, but also on the users’ ability to operate it correctly and to follow 

specific processes. 

The end result is that once a CIS is deployed, the senior decision makers 

responsible for its security and proper functioning, as well as those relying on it to 

execute their assigned mission, are sometimes left with a number of unanswered 

questions: 

 Is the system sufficiently secure? Are some security measures unnecessary? 

 Are the firewalls properly configured? Are the proper rules loaded into the 
intrusion detection system? Is the wireless network properly secured? 

 Are the restrictions on the user workstations really necessary? Does it really 
help security to have new staff request access to each information resource 
independently? Does the single sign-on solution create a single point of 
failure? 

 Will advanced, persistent threats be detected? Will potentially significant 
events be reported? Will all detected incidents be correctly analysed? Will 
staff know how to respond to an attack? Could security staff be 
overwhelmed by a cyber attack? 

 What can an attacker do if he gains access to the CIS? How much 
information could be extracted before detection? If the attacker tried to 
modify operational information, would the users realize it before using the 
information? If the attacker destroys information, will it be possible to 
restore it from backups? How long will it take to restore each service? 
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Large military organizations require the capability to measure the actual 

effectiveness of the security measures deployed in operational CIS to provide 

mission assurance and reduce the uncertainty about the risks the CIS faces. As 

well, they require the capability to effectively demonstrate to senior decision 

makers the possible consequences of cyber attacks against specific military 

missions. Finally, given the significant degree of dependence of security measures 

on human processes, users and security staff require experience in how to respond 

to cyber attacks based on highly realistic scenarios conducted in their day-to-day 

environment, so that the cyber domain benefits from the same level of preparatory 

training as that being provided to the other domains of warfare. 

Within NATO, the NATO Network Enabled Capability (NNEC) has begun 

shifting the traditional balance between security and ease of use and ease of access 

to information. “By improving collaboration in an open and dynamic information 

environment, NNEC enhances the efficiency and effectiveness of the Alliance.” [2] 

For the International Security Assistance Force in Afghanistan, NATO’s 

Afghanistan Mission Network is a significant step towards the NNEC. It reviews 

the balance between security risks and the benefits of an open and dynamic 

environment brought to overall mission effectiveness in a large coalition of 

military forces. More recently, the WikiLeaks incidents [3 and 4] have led some to 

question whether this new balance is the right one, and NATO’s senior decision 

makers are trying to find the correct balance between sharing and protecting 

information given the realities of the modern cyber world. 

This paper proposes the establishment of a “cyber red team” as a standing 

capability within NATO that would complement ongoing efforts aimed at 

addressing the above military requirements, as well as help NATO reap the full 

benefits of the NNEC with greater confidence that the actual risks being taken are 

in fact acceptable. 

II. THE CYBER RED TEAM: AN ESSENTIAL MILITARY 

CAPABILITY 

This paper considers a “cyber red team” (CRT) as a specific military cyber defence 

capability that provides a service to a requesting NATO organization. The 

capability and the service it provides to its “clients” are defined in some detail in 

order to provide a holistic and coherent view of how it could be properly managed, 

to dispel unfounded perceptions that it is a high-risk initiative, and to build 

confidence that, with the proposed control and accountability mechanisms, NATO 

can trust that the CRT will deliver the requested service in a proper fashion. Most 

if not all of the proposed implementation can be amended if necessary. 

A. Mission of the Cyber Red Team 

The mission of the proposed CRT is: “to assess the overall effectiveness of the 

security measures of an operational CIS in providing mission assurance through 

the controlled execution of no-notice, realistic cyber attacks, demonstrate their 
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mission impact to stakeholders and senior decision makers, and improve the cyber 

security staff’s ability to detect and respond to these attacks”. 

As explained in Section I, the three activities identified in the mission statement 

(assess, demonstrate and improve) are the activities that could contribute the most 

to increasing the cyber security of NATO’s CIS. The fact that the controlled 

execution of cyber attacks against operational CIS will generate factual evidence is 

the key value-added element for the assessment of security measures, at both the 

technical and procedural levels, and will enable credible demonstrations of the 

potential mission-level impact of these cyber attacks. As well, the fact that these 

controlled cyber attacks will be performed on operational CIS and without advising 

security staff in advance will allow for the best opportunity for improvement 

possible, short of an actual cyber attack. 

It is important to note that the implementation of this capability will also provide 

insight into various aspects of cyber attacks, an element sometimes missing in the 

design and deployment of security measures. The rapid pace of change in the cyber 

domain requires defenders to remain abreast of the evolution of cyber attacks, and 

the CRT will provide critical information regarding the nature of cyber attacks to 

NATO and NATO Nations as a result of the execution of its mission. 

1) Assessment of the Overall Effectiveness of Security Measures and Processes 

in Providing Mission Assurance 

One of the three primary activities of the proposed CRT is to assess the actual 

effectiveness of security measures in an operational CIS and determine the extent 

to which they contribute to mission assurance. Such an assessment is performed 

only at the request of the head of a client organization, who will also define its 

scope and objectives. By their nature, these assessments will cover not only the 

technical and procedural aspects of security measures, but also how well they 

actually integrate together, a key aspect typically not verified by conventional 

security assessments. Given that human actions and processes play a fairly 

significant role in nearly all security measures, and given human nature, a realistic 

assessment of the overall integration of human processes and technical solutions 

can be achieved only if performed without notice, hence most staff members will 

not be advised of a CRT assessment. As well, the focus of the assessment is not the 

security measures themselves, but the impact of the cyber attacks on the mission 

given the effectiveness of the security measures. 

A red team assessment is not a vulnerability assessment, nor is it penetration 

testing, as those terms are generally understood
1
. For most organizations, the 

former is generally undertaken in a collaborative fashion with the aim of listing all 

vulnerabilities in a network using automated tools. These tools typically show only 

the potential vulnerabilities of the systems assessed within the context and 

configuration of such systems, and do not indicate whether their exploitation is 

realistic given the system’s configuration, the network’s topology, its security 

                                                           
1 The definitions of vulnerability assessment, penetration testing and red team assessment can vary 

from one organization to another, and thus there can be an overlap of the objectives and 

methodologies of these activities depending on which definition is used. 
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countermeasures, and the level of security monitoring. Nor do they provide any 

insight into what an attacker could do if he managed to exploit them. Penetration 

testing generally involves attempts to exploit possible vulnerabilities. It is a more 

comprehensive attempt at finding all vulnerabilities in a system, usually performed 

using highly specialized tools and custom scripts developed specifically for the 

targeted system. It is generally focused on a specific application or service, rather 

than an entire CIS, and is typically done collaboratively just prior to operational 

deployment. Thus the service provided by the proposed CRT is complementary to 

traditional vulnerability assessment and penetration testing activities. 

Within NATO, the assessments to be performed by the proposed CRT would 

complement those already identified in the NATO Security Policy and Supporting 

Directives, with the additional advantage that the CRT activities would not be 

limited to assessing only vulnerabilities, but also the mission impact that can be 

achieved through their exploitation. 

2) Demonstration of the Mission-Level Impact of Cyber Attacks 

The second objective, demonstrating the impact of cyber attacks, will always be 

aimed at military operations or business processes at the mission level. The 

demonstration objectives will be determined by the head of the client organization, 

and will aim at showing the potential impact of specific cyber attacks to the 

organization’s mission given the functionality provided by the operational CIS in 

support of that mission. Demonstration to stakeholders and senior decision makers 

is specifically mentioned as an objective because it is a key aspect typically not 

well addressed by most current security assessment activities, which are mostly 

focused on the technical functioning of CIS components. For example, a 

conventional assessment could determine that “it is conceivable that an attacker 

could exploit a newly discovered vulnerability in a cross-domain guard and gain 

access to an operational chat room and influence the command of military 

operations, but we think that we will detect that”. Such a finding will never have as 

much value as “the CRT was able to force an infantry company to move from 

location A to location B during a training exercise by exploiting a vulnerability in a 

cross-domain guard, and did so without being detected”. The fact that the activity 

is intended to remove uncertainty through actual demonstration of the possible 

impact allows senior decision makers to more objectively discharge their 

responsibility to balance security measures against competing CIS requirements 

such as ease of use, functionality, and the amount of investment and 

implementation time necessary for these security measures. 

The only limitations on which effects can be demonstrated by the CRT are those 

brought by the necessity of maintaining control on these effects as well as on any 

second-degree effects resulting either directly from the CRT activities or from the 

reactions of staff not aware of such activities. Clearly, any improper manipulation 

of an operational military CIS can have serious consequences. While risks exist, 

they can be managed and maintained at an acceptable level at all times. This is the 

purpose of most of the controls described in Section IV. 
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3) Improving the Ability of Cyber Security Staff and Users in the Emerging 

Cyber Threat Environment 

Proper functioning of most security measures depends to a large extent on their 

proper use by security staff and users. Users are given training on how to perform 

procedures that pose a risk to the security of CIS, such as transferring files using 

removable devices. Security-awareness programs educate users as to telltale signs 

of cyber attacks and advise them on how to handle them. Security staff are trained 

to detect and handle cyber attacks by operating specialized tools and following a 

number of processes that ensure detected attacks are correctly interpreted, stopped, 

and reported, and that necessary recovery actions are undertaken. Some of this 

training is given through dedicated courses, while some of it is achieved through 

cyber defence exercises. Courses are generally used to train security staff in the use 

of specialized tools, while exercises are generally used to train them in the 

execution of processes. 

Although these training courses, awareness programmes and exercises are in place 

and definitely contribute to the overall security of NATO’s CIS, they generally do 

not take place on the operational CIS, and they are not optimized for the day-to-

day working environment of security staff. Finally, certain assumptions are often 

made regarding the outcome of business processes and/or whether security tools 

would have functioned properly, simply for efficient conduct of the training or 

exercise. 

The controlled execution of cyber attacks against operational CIS will provide a 

clear opportunity for users and security staff to hone their skills with the tools they 

will use to handle real cyber attacks. Specific objectives can be defined to fill 

identified training gaps and to make sure that all staff are able to execute incident-

handling processes correctly for the situations of concern. This is a key benefit 

provided by the CRT, since the quality of training obtained from courses and 

traditional exercises is very much limited by the level of reality of the training or 

exercise. 

B. Cyber Red Team Tasks 

The proposed CRT will fulfil its mission by undertaking each assignment within 

the context of a “task”. A distinct task is created for each request for the CRT’s 

services by a client organisation. The concept provides a logical framework that 

addresses key requirements for command and control, for defining the legal basis, 

and for information management. It also allows for the concurrent execution of 

multiple assignments by the CRT. To be effective, a CRT task needs to be 

executed over a period of between six and fifteen months. This is to ensure that the 

CRT has the opportunity to make a comprehensive assessment without substantial 

prior knowledge of the organization’s CIS and internal processes and to properly 

demonstrate the impact of advanced, persistent threats. 

1) Simulated Threats 

For each task, the client will define in very general terms the threats the CRT must 

simulate. These can include a foreign intelligence service, a criminal organization, 
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an ideologically motivated hacker group, a malicious insider, and military forces 

with a computer network attack capability. Of course the reality of the simulated 

threats will be limited by the capabilities of the CRT, and the objective is simply to 

generally define the modus operandi of the CRT during the execution of the task 

and the types of activities it will perform. 

2) Typical Activities 

Each task will have a specific list of authorized activities, which could include: 

 Gathering and taking advantage of public information from open sources 

 Scanning and probing networks (wired and wireless) and telephone systems 

 Performing social engineering 

 Monitoring facilities, including “dumpster diving” 

 Exploiting vulnerabilities and compromising client systems 

 Exfiltrating information 

 Conducting denial-of-service attacks against specific services or networks 

 Modifying operational data 

 Attempting physical access to facilities to gain access to CIS. 

Clearly the above activities must be legally authorized, and they must be 

performed with sufficient controls to ensure that they will not cause unintended 

consequences. 

III. GOVERNANCE, COMMAND AND CONTROL 

Management of the capability has been divided into three levels: strategic, 

operational and tactical. The main reason for differentiating between the strategic 

and the operational levels is to create a clear delineation of responsibilities and thus 

contain liability in case an error or fault is committed by members of the CRT. The 

main reason for differentiating between the operational and the tactical levels is 

efficiency, as explained in Section III.D. 

At the strategic level, a “Steering Committee” will direct the proposed CRT. The 

use of a Steering Committee addresses the requirement for having representation 

from both Strategic Commands and the civilian structure in order to support the 

CRT’s NATO-wide remit and to ensure the CRT is independent of the CIS 

providers and their security staff. This is a key aspect of the capability, as a proper 

assessment cannot be provided by those responsible for the operation of a CIS or 

those responsible for the operation of its security measures. 

At the operational level, control will be provided by a Task Control Team (TCT), 

defined specifically for each task. Since the CRT can execute multiple concurrent 

tasks, there can be several different TCT in existence at the same time. Finally, at 

the tactical level, “Attack Team Leaders” within the CRT will oversee actions 

taken by CRT staff members. An exact placement of the proposed CRT within the 
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overall NATO organizational structure has not yet been suggested. This is a 

secondary consideration given that regardless of its organizational location, it will 

report to a Steering Committee specifically established to support it. 

A. Legal Framework 

A full legal analysis of the implications of establishing and operating the proposed 

CRT is required, but is beyond the scope of this preliminary proposal. The two 

main issues identified at this point are the need to legitimize the CRT activities that 

could otherwise be construed as malicious or unauthorized use of computer 

systems, and the potential for invasion of privacy resulting from CRT activities. 

Since some NATO Nations are already performing red team activities in a similar 

manner as proposed herein, it is reasonable to expect that a suitable legal 

framework can be established. 

B. Strategic Direction and Guidance 

At the strategic level, a Steering Committee will be established to direct the CRT 

and guide its continuous evolution. It will have at least the following 

responsibilities: 

 Maintaining mission and vision statements, defining key values and ethical 
behaviour for the CRT staff, setting the high-level objectives, priorities and 
milestones for the evolution of the capability over time 

 Ensuring that a generic legal framework for the different types of activities 
to be performed by the CRT is established and maintained and that the CRT 
has the required set of processes and procedures in place for achieving its 
objectives without undue risk or liability 

 Overseeing staffing of the CRT and ensuring it is properly resourced 

 Securing continued funding for the capability 

 Securing support required from external parties (facilities management, 
common services, etc.) 

 Identifying possible clients and tasks, and promoting the capability in 
various forums 

 Prioritizing, scheduling and authorizing tasks 

 Defining the elements to be audited and the manner in which audits will be 
performed, and setting the performance standards against which the CRT 
will be assessed (see Section IV.E) 

 Accepting the findings of audits performed on the CRT, and ensuring 
identified issues, if any, are resolved in a timely fashion. 
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C. Operational Control 

Operational control of the proposed CRT will consist of authorizing and directing 

all activities performed on operational CIS during the execution of the CRT’s 

mission. It is at this level that the responsibility for any mishap or unintended 

consequence lies. Operational control of the CRT will be performed by the TCTs. 

At minimum, a TCT will consist of the Head of the CRT and a representative from 

the client organization who has been delegated the required authority. Both of 

these individuals will have veto power on all decisions made by the TCT, and thus 

the CRT staff members will be able to perform only the activities that have been 

authorized by both. 

Within the TCT, the key responsibility of the client representative will be to accept 

the risk posed by proposed CRT activities to the operational CIS on behalf of the 

head of the client organization. The key responsibility of the Head of the CRT will 

be to ensure that the CRT is capable of successfully executing the proposed 

activity, satisfying himself that the staff members are sufficiently trained, that the 

exploit tools have been properly tested, and that possible secondary effects have 

been properly identified to the client representative so that he has the appropriate 

information regarding the risk posed by the activity. If an unforeseen consequence 

occurs despite the CRT having full and accurate information from the client 

organization, it will be the responsibility of the Head of the CRT. If a consequence 

that was foreseen actually occurs and is not well received within the client 

organization, it will be the responsibility of the client representative. 

D. Tactical Control 

The activities authorized by the TCTs will be defined in a certain amount of detail. 

For example, “scan a range of IP addresses for services”, “deploy to a site and 

identify wireless access points”, “attempt compromise of the server at IP address 

A.B.C.D”, or “perform a denial-of-service attack against IPs in the range A.B.x.y”. 

The amount of detail provided will be at the discretion of the TCTs. In most cases 

however, there will remain latitude in the specific execution of the activity, if only 

because a TCT simply will not be able to oversee every detail of a task. This 

“tactical control” will be the responsibility of the Attack Team Leader (see Section 

V.A). The Attack Team Leader will control and oversee the staff within his team 

and ensure that activities are executed in accordance with the direction provided 

and all applicable procedures. He will also take part in most activities, and will be 

responsible for constant oversight of the operational activities. Finally, he will also 

be responsible for ensuring the targeted CIS can be restored to its original state at 

the end of the task. 

IV. MANAGING THE OVERALL RISK 

The activities to be performed by the proposed CRT pose certain risks, including: 

 Actions on a target system could cause unintended effects, such as 
rebooting it, affecting the functioning of services, or causing the loss of data 
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 Actions on a target network could cause unforeseen, collateral 
consequences, such as affecting dependent systems that were not to be 
targeted, consuming a substantial amount of bandwidth, destroying data, or 
triggering alerts 

 Staff from the client organization could detect the red team activities and 
react to them in a problematic manner 

 A red team staff member could act maliciously during a task. 

To properly address these significant risks, specific controls have been built into 

the proposed CRT. The following sections provide insight into the most important 

of these controls. 

A. Trusted Agents 

In order to ensure staff members within the client organization do not react in a 

problematic fashion to detected CRT activities, and to ensure that unforeseen 

consequences are detected in a timely fashion, it will be necessary to place “trusted 

agents” at key positions within the client organization. Trusted agents will be 

identified when a task is initiated and will be given 24/7 contact information for 

various members of the CRT. They will be provided with sufficient information to 

allow them to immediately identify activities that could potentially originate from 

the CRT. When such activities come to their attention, they will contact the CRT 

who will in turn advise them of how to properly handle the situation. 

Trusted agents will be selected from key positions within the client organization 

along the incident-handling process from sensor to decision maker to operator. A 

sufficient number of agents will be required to ensure that the CRT will have 

enough “eyes and ears” at the client organization to detect in a timely fashion any 

potential problem that may result from its activities. 

In some cases, the CRT may choose to inform trusted agents of a specific action in 

advance in order to adequately control the risk it poses. For example, if the CRT is 

tasked to modify information in an operational command and control application to 

verify whether its users or security staff would detect attacks against the integrity 

of the information, a sufficient number of trusted agents in the immediate vicinity 

of the targeted users would be kept in direct and constant contact during the 

activity to ensure none of the users reacts to the modified information in a 

problematic fashion. 

B. Authorized Activities 

The CRT will be able to perform only those activities that have been specifically 

authorized prior to execution. There are two levels of prior authorization. The first 

will occur in the development of the task plan, in which the types of activities to be 

performed are identified in general terms, reviewed by legal counsel and 

authorized by the head of the client organization. These become “sanctioned” 

activities. 
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The second level will occur in the actual execution of the task, when the TCT 

authorizes that one of the sanctioned activities be performed in a specific way. The 

TCT may or may not make use of all sanctioned activities, but under no 

circumstance will it be able to authorize an activity that has not been sanctioned in 

the task plan. This second level of authorization will ensure that the TCT agrees 

that the specific activities are aligned with the objectives of the task and do not 

pose an unacceptable risk. 

These authorizations would be of no use if they were not backed up by a code of 

conduct that each team member must agree to follow in order to join the team, the 

means to detect attempts by a team member to perform unauthorized actions, and 

administrative regulations that would enable NATO to take the required actions 

against such an individual. These are also addressed within the proposed CRT. 

C. Sanctioned Targets List 

Another key control mechanism is the Sanctioned Targets List (STL). The STL is a 

controlled document, signed by the head of the client organization, that will 

identify the systems that can be targeted by the CRT during a task. The STL can 

also specifically list the types of activities that can be performed against each 

target, thus further limiting the scope of authorized activities. It will be the 

responsibility of the client organization to ensure that it has authority over all of the 

systems listed in the STL. 

D. Two-Person Rule 

To address the risk that a CRT staff member could act maliciously and abuse the 

access to systems and information achieved by the team during a task, a two-

person rule will be put in place. The two-person rule requires that all actions taken 

on an operational CIS be performed by two staff members working together. The 

proposed CRT will make use of a dedicated facility for the conduct of operations 

specifically to accommodate this rule (see Section V.B). Any team member 

observing another member working alone in the dedicated facility will have the 

obligation to challenge that person and report any suspicious activity to the TCT. 

The two-person rule implies that at least two staff members would need to collude 

to perform malicious activities, thus significantly reducing this risk. 

E. Comprehensive Auditing 

Another mechanism to address the risk that a CRT staff member could act 

maliciously is the comprehensive use of automated auditing and a comprehensive 

review of all aspects of the CRT’s activities by a Task Audit Team (TAT) 

appointed by the Steering Committee and the head of the client organization. All 

activities performed on operational CIS will be audited in a number of ways: 

 All authentications to sensitive information stores and systems will be 
logged 

81



 All custom-developed systems to support CRT operations will have 
significant auditing in place that monitors the access of CRT staff to 
sensitive information 

 Keystroke loggers will be installed on key systems 

 Full packet capture systems will record all traffic in and out of the CRT 

 All input and output on shells on key workstations will be copied to log 
files 

 Screenshots of key workstations will be taken at random intervals and 
recorded 

 All logs will be centralized and available for the TAT’s review. 

Clearly, with this amount of comprehensive audit logging, there is a strong 

probability that malicious activity, if suspected, will be detected by reviewing the 

log material. While the depth of the review of the logged material will be left to the 

discretion of the TAT, the mere fact that so many of the staff members’ activities 

will be logged will act as a significant deterrent to malicious activity. 

F. Test Procedures 

The CRT will be obliged to test all exploit tools and software it will use against or 

on the client’s CIS. The testing must provide reasonable assurance that the 

software will not cause unintended consequences. It will be the responsibility of 

the Head of the CRT to ensure that minimum testing standards are clearly defined, 

and it will be the responsibility of the Attack Team Leader to ensure that all 

software used during a task has been properly tested according to these standards. 

G. Management of Client Information 

During the execution of a task, the CRT will obtain and generate a large amount of 

information about the client organization, some of it potentially highly sensitive. 

The CRT will ensure that this information is properly secured according to the 

applicable NATO and national policies. In addition, the CRT will limit the 

information it retains after a task to a “task record” used for the purposes of 

programme management, and general findings that can be re-used for cyber 

awareness programs within NATO, as specifically authorized by the client 

organization. All other information will be destroyed at the end of a task, and the 

destruction will be audited. Finally, in addition to keeping as little information as 

possible, the CRT will follow specific procedures to ensure that proper care is 

taken when handling personal information in order to protect the privacy of 

individuals. 
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V. ORGANIZATIONAL STRUCTURE AND SUPPORTING 

FACILITIES 

A. Organizational Structure 

Figure 1 shows the organizational structure of a red team suitable for the proposed 

mission. The two main components of such a team are the Attack Group and the 

Support Group, which are further described below. 

 

 

Figure 1.  Organizational structure of a red team 

The optimal size of a red team depends on a number of factors, such as: 

 The size and complexity of the various CIS to be assessed 

 The scope and depth of the assessment, the impacts to be demonstrated and 
staff improvement to be provided 

 The frequency of the assessments 

 The threat to be simulated and the level of desired reality. 
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While the size can vary according to these factors, the structure should remain the 

same as it is built around the different types of work and the skills and knowledge 

required in each area, as detailed below. There is however a bare minimum size 

below which it will not be possible to have the breadth and depth of knowledge 

required to provide realistic assessments, demonstrations and improvement. This 

bare minimum is 12 full-time members for the type of red team described herein. 

Even at 12 members, there remains a risk of mission failure, particularly if the staff 

selection process does not deliver the highest-calibre cyber security experts. It is 

important to note that mission failure in this case implies that the CRT would 

inaccurately assess the effectiveness of the security measures of an operational 

CIS, eventually leading senior decision makers and stakeholders to falsely believe 

that these measures are adequate. 

The team size presented in Figure 1 represents the ideal size for the proposed CRT. 

The size of the team is based on the requirement to have a representative from each 

NATO Nation in addition to the three NATO civilians holding the positions of 

Head, Deputy Head and Admin Support. It is proposed that the national 

representative positions within the CRT be staffed through Voluntary National 

Contributions so that each Nation retains an agreed level of control and insight into 

the team’s activities through a national chain of command. 

1) Attack Group 

The Attack Group is composed of three Attack Teams each consisting of an Attack 

Team Leader and five analysts. They are responsible for performing the required 

attacks against the targeted CIS and seeking ways of achieving the objectives of 

the task while staying within the defined boundaries. Analysts require a mixture of 

skills and experience: 

 Expert knowledge of cyber security 

 Strong knowledge of system and network management 

 Strong experience in the Unix and Windows environments 

 Strong knowledge of common Internet protocols 

 Strong knowledge of wireless networks 

 Military experience or at least a strong understanding of how military forces 
employ their CIS 

 Ability to think “outside the box” and persevere. 

2) Support Group 

The Support Group is responsible for the development of the various tools needed 

by the Attack Group and the maintenance of the CRT systems. In addition to 

system and network administrators, the Support Group has two types of 

developers: Exploit and Infrastructure. Exploit Developers require: 

 Expert knowledge of cyber security 
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 Software-development experience and reverse-engineering experience for 
both Windows and Unix systems 

 Ability to search for vulnerabilities in software 

 Ability to exploit buffer overflow and heap vulnerabilities 

 Ability to code in assembly for different architectures. 

Searching for vulnerability and developing exploit code is perhaps the most 

difficult work in cyber security. It requires a special “mindset” and extraordinary 

concentration, and these positions will likely be the most difficult to staff. 

Given the requirement for custom software to provide a suitable exploitation 

infrastructure (e.g. “backdoors” and “covert channels”), efficient information 

management tools, and the required automated auditing and control mechanisms, 

the CRT requires an internal team of Infrastructure Developers who possess: 

 Expert knowledge of cyber security 

 Software-development experience for both Windows and Unix systems in 
several languages 

 Experience in advanced version control and release management 

 Experience in systems and network programming 

 Experience in database development 

 Experience in web development. 

B. Physical Facilities 

The conduct of red team tasks must be seen by all team members as a special 

activity. In addition to specialized systems, it requires concentration, focus and 

oversight. The proposed CRT would therefore perform its task from a purpose-

built “Operations Room”. This Operations Room would be designed specifically to 

address the human factors associated with the controlled execution of cyber attacks 

on operational CIS, accommodate the size of the team, and allow for proper 

demonstrations to senior-level decision makers. 

C. Personnel Selection 

A cyber red team is an elite team. To be successful, its members need to possess 

knowledge in a large number of highly technical areas. In addition, they need 

perseverance and an ability to think “outside the box”. While all of these are the 

typical traits of a “hacker”, the stereotypical hacker will also have the undesirable 

traits of disrespect for rules and desire for fame. Disrespect for rules and desire for 

fame are the most critical threats to the success of a professional red team. The 

leader of the CRT will play a critical role in establishing and maintaining the 

correct “mindset” among the staff, founded on meticulousness, rigour and 

discipline, in order to deliver a highly professional military capability. The CRT 
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also requires a strong team spirit, as it must achieve effects beyond those within the 

reach of individuals. 

While common recruiting tools and methods can be used to screen applicants in 

terms of their education, experience and knowledge in technical areas, it is very 

difficult to evaluate whether candidates also possess the right attitude and 

“mindset”. To create the best possible team, the following recommendations are 

made: 

 The team’s leader should have a few years’ experience in managing a red 
team. 

 The team should be built progressively so that the leader can instil the right 
values, attitude and team spirit in the members without being overwhelmed 
with new recruits. 

 The selection process should allow for a multi-day competitive evaluation 
of a handful of potential candidates previously screened for their suitability 
in terms of education, experience and knowledge. The evaluation should be 
performed through a realistic simulation of a red team task and assess the 
candidates’ abilities while under pressure for extended periods of time. 

VI. CONCLUSION 

The proposed cyber red team would provide a significant contribution to the 

improvement of NATO’s cyber defence capability by identifying potential gaps 

and shortfalls in both technical solutions and incident-handling processes, 

demonstrating the mission-level impact of cyber attacks, and improving to the 

highest degree possible the skills and ability of security staff. Its implementation 

represents a significant, dedicated effort by NATO to perform an unbiased, highly 

realistic self-assessment of the effectiveness of security measures in providing 

mission assurance, and helps identify the most cost-effective way of improving 

NATO’s cyber defence. Finally, it would also provide NATO Nations with insight 

into how cyber attacks can be successfully executed, and the mission-level impact 

these attacks can have against modern CIS. 
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Towards Establishment of 

Cyberspace Deterrence Strategy 

 
 

Abstract— The question of whether strategic deterrence in cyberspace is achievable 

given the challenges of detection, attribution and credible retaliation is a topic of 

contention among military and civilian defense strategists. This paper examines the 

traditional strategic deterrence theory and its application to deterrence in 

cyberspace (the newly defined 5th battlespace domain, following land, air, sea and 

space domains), which is being used increasingly by nation-states and their proxies 

to achieve information dominance and to gain tactical and strategic economic and 

military advantage.  It presents a taxonomy of cyberattacks that identifies which 

types of threats in the confidentiality, integrity, availability cybersecurity model 

triad present the greatest risk to nation-state economic and military security, 

including their political and social facets.  The argument is presented that attacks on 

confidentiality cannot be subject to deterrence in the current international legal 

framework and that the focus of strategy needs to be applied to integrity and 

availability attacks. A potential cyberdeterrence strategy is put forth that can 

enhance national security against devastating cyberattacks through a credible 

declaratory retaliation capability that establishes red lines which may trigger a 

counter-strike against all identifiable responsible parties.  The author believes such 

strategy can credibly influence nation-state threat actors who themselves exhibit 

serious vulnerabilities to cyber attacks from launching a devastating cyber first 

strike. 

Keywords: cyberdeterrence, cyberspace, strategy, first-strike, counter-strike, 

confidentiality, integrity, availability 

I. INTRODUCTION 

Deterrence is a psychological ‘game of chicken’ that attempts to influence the 

cognitive state of the potential adversary actor and prevent them from embarking 

on course of action that they may wish to take. US Department of Defense defines 
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deterrence as the ‘prevention from action by fear of the consequences. Deterrence 

is a state of mind brought about by the existence of a credible threat of 

unacceptable counteraction[1].’ This is accomplished through either a directed or 

latent coercion that convinces the opponent that the costs of action are extremely 

prohibitive. Much of the strategic deterrence theory, which had been developed in 

the aftermath of World War II and enhanced over the duration of the Cold War, 

had focused on nuclear deterrence, achieved through the overt or opaque threat of 

nuclear force retaliation. This paper examines the traditional strategic deterrence 

theory and it’s application to deterrence in cyberspace, which is the newly defined 

5
th

 battlespace domain, following land, air, sea and space domains and is being 

used increasingly by nation-states and their proxies to achieve information 

dominance and gain tactical and strategic economic and military advantage[2].  The 

paper does not attempt to address tactical cyberdeterrence for attacks that do not 

cause strategic damage to national or economic security, although it is possible to 

foresee a ‘death by a thousand cuts’ scenario, where numerous smaller cyberattacks 

can amount to a strategic threat. 

 

II. DETERRENCE THEORY 

There are two essential components to any viable deterrence strategy. In order for 

deterrence to be effective and credible, one must convince the potential adversary 

that you possess both the capability and the will to either retaliate or initiate a first 

preemptive strike to thwart an eminent attack[3].   

The retaliation capability comprises of the ability to timely detect a threat (before 

the counter-strike assets or the C2 (command and control) to launch them are 

destroyed in the attack), rapid C2 decision-making and execution to launch a 

retaliatory or preemptive strike and ability to inflict prohibitively costly damage on 

the aggressor through such a strike.  This capability can be demonstrable and overt, 

as with the unconcealed nuclear triad forces of the United States and Soviet Union 

during the Cold War, or unannounced and opaque, as with the widely assumed but 

unacknowledged nuclear arsenal of the state of Israel.   

The will to retaliate, on the other hand, is a more nebulous psychological concept 

that is comprised of reputation (such as past willingness to use nuclear arms for the 

United States or historic proclivity to not put significant value on human life for the 

Soviet Union) and declaratory first-strike or second-strike policy.  In the case of 

Israel’s nuclear deterrence strategy, while there is no declaratory policy of nuclear 

retaliation due to its policy of ambiguity, there is a declaratory ‘Shoah-proof’ or 

‘Never Again’ security doctrine which is designed to influence an adversary’s 

thinking on the willingness of the country’s leaders to use its undeclared nuclear 

arsenal as the last resort scenario[4]. 
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III. TAXONOMY OF CYBERATTACKS 

The rules of deterrence do not change once we move from a nuclear domain to a 

cyberspace one.  The goal remains to influence the opponent’s evaluation of one’s 

capability and will to retaliate in response to an imminent cyber threat in order to 

dissuade them from ever launching the attack.  

In order to evaluate what capability must exist for effective cyberdeterrence, we 

must first examine the types of cyberattacks that are in the realm of possible and 

analyze which ones have potential to be deterred. 

For over two decades, the CIA (Confidentiality, Integrity, Availability) triad has 

been used in industry and academia to model the fundamental principles of 

information security[5].  It states that the goals of an information security system 

are to provide Confidentiality, Integrity and Availability of information.  

Conversely, cyberattacks can be classified using the same model as they exploit one 

or more of these attributes as they attempt to either steal information, or attack the 

Confidentiality part of the triad, modify information, or attack its Integrity, or 

prevent access to information, attacking its Availability.   

 

IV. CONFIDENTIALITY ATTACKS 

Confidentiality attacks (also referred by the US Department of Defense to as CNE, 

or Computer Network Exploitation) are nothing more than traditional espionage 

achieved through high tech means.  Most of the sophisticated cyber attacks that are 

seen launched by either nation states or criminal groups fall into this category.  

History has shown us that espionage, known as the second oldest profession, has 

been around for nearly as long as there has been a human civilization and is an act 

that, while considered to be a sign of unfriendly relations, has become an 

internationally accepted norm that typically does not trigger more than a diplomatic 

retaliatory response[6]. Even during the darkest days of the Cold War and while 

faced with pervasive Soviet espionage activity in its most sensitive national security 

area – the ‘Manhattan Project’ initiated to design, create and test a nuclear weapon, 

the United States had not considered any type of retaliation beyond criminal 

prosecution of the spies and occasional expulsion of diplomats.  It is widely 

acknowledged that even friendly nations spy on each other and when such activity 

is detected, it rarely has any effect, other than perhaps a fleeting chill placed on 

diplomatic relations. The international norms of just war theory dictate that 

retaliation must be proportional to the harm suffered from the attack[7].  Thus, it is 

unimaginable to envision a non-pariah state on the international scene responding 

with an overwhelming destructive attack to a case of cyber-espionage activity, no 

matter how damaging the loss of information had been to vital national security 

interests. And without the threat of massive response, the key pillar of the 

deterrence strategy is removed, preventing effective deterrence of confidentiality 

attacks in cyberspace.   
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V. INTEGRITY ATTACKS 

Attacks on integrity are much more insidious as they are designed to achieve a 

tactical or strategic advantage over an adversary by sabotaging the operation of 

their critical civilian or military information systems.  The sabotage can involve 

manipulation of data inside information systems that can degrade or distort the 

situational awareness capability of the adversary by spreading misinformation 

inside their intelligence systems with either a tactical objective to obscure specific 

activities that may be under surveillance or to achieve a strategic surprise in 

preparation for an attack.  It can also involve subversion of physical devices and 

processes that are guided or operated by information systems, such as manipulation 

of weapons guidance systems to cause them to fire off-target.  Targets can also 

include civilian critical infrastructure resources, such as electric grid, stock market 

and other financial databases, water filtration plans and others.  The Stuxnet worm, 

discovered in June 2010, is believed to be the first publicly known nation-state 

sponsored integrity cyberattack, which is speculated to target the Iranian uranium 

enrichment program for subtle and long-term sabotage with the goal of destroying 

Iran’s centrifuges by covertly making them spin at faster frequencies than they had 

been designed to do[8].  It is quite clear that these types of integrity cyberattacks 

pose a severe danger to advanced nation-states, whose economies, critical 

infrastructure and military systems are dependent on information systems, as they 

can be used to remotely wreak havoc on financial, energy, food, water, and 

transportation infrastructure sectors, as well as degrade abilities of advanced 

militaries to collect and analyze reliable battlefield intelligence and even execute 

kinetic operations.  Deterrence of these types of attacks must be a priority for any 

effective cyberdeterrence policies. 

 

VI. AVAILABILITY ATTACKS 

Availability attacks are those that attempt to bring information systems offline in 

order to shutdown or destroy critical physical or virtual processes or prevent access 

to information. Long-lasting attacks can cause devastating damage to the economy, 

such as those that cause prolonged electricity or communication network blackouts.  

Short duration attacks that are surgically targeted at intelligence collection and 

analysis capability can blind a nation’s ability to see an immediate strategic 

conventional or broader cyber threat by denying defenders access to vital 

situational awareness data or intelligence resources. Thus, just as with integrity 

attacks, availability threats can, under certain circumstances, present a serious 

national security danger and must be deterrable in a broader deterrence strategy. 
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VII. DETERRENCE IN CYBERSPACE 

To achieve deterrence against integrity and availability cyberattacks, according to 

the deterrence theory, requires that a nation-state first build a credible threat 

detection capability that will protect its ability to counter-strike.  While advanced 

cyber threats can use advanced obfuscation and polymorphic techniques to avoid 

detection for a prolonged period of time (as Stuxnet had done, avoiding all public 

detection for at least 12 months since its earliest proven sighting in the wild in 

2009), the chances of them avoiding discovery permanently are quite low as their 

sabotage or other destructive activities will likely bring attention to themselves 

sooner or later. 

Attribution is another problem that presents a challenge to the detection capability.  

It is very difficult and, often, impossible to accurately and quickly attribute a 

cyberattack, once it is discovered, to a specific adversary through technical means 

alone.  The anonymity of the Internet easily allows an attacker to lay a false trail 

and hide behind a myriad of intermediately hop-points or proxy actors.  The use of 

traditional non-cyber intelligence resources, including HUMINT and SIGINT, can 

help with that goal but they also cannot provide a reasonable level of assurance 

required for credible deterrence that the attacker will be identified.  Despite this 

challenge, it is conceivable that deterrence will be effective even without accurate 

and timely attribution.  For one, the required level of attribution required for a 

counter-strike is directly proportional to the degree of criticism a nation-state is 

prepared to endure in the international and domestic courts of public opinion and is 

greatly influenced by the destructiveness of the original threat and a cui bono 

analysis of the attack objectives.  The threshold is not proof beyond reasonable 

doubt in the court of law but sufficient mix of suspicion and evidence to justify the 

retaliatory strike to the plurality of domestic and international audiences.  For 

instance, strategic context of international relations at the time at which a cyber 

attack may take place can offer strong clues as to its origins[9].   

One of the other major challenges one faces in applying lessons learned from 

traditional strategic deterrence theories to cyberspace is timely detection of the 

attack.  Due to the nature of cyber weapons, cyber offensive capability can be 

developed, tested and pre-deployed offline without any credible means for 

detecting it.  Unlike physical weapons, there is no missile silo, mobile launch 

facility or submarines to observe and monitor for early-warning detection.  The 

attacks themselves may propagate literally with a speed of light when deployed 

through fiber optic networks, but even on slower copper networks, the speed of 

fully automated cyber ordinance will still be faster than what a human can 

reasonably evaluate and respond to.  Deployment of defensive measures with 

automated retaliation capability, on the other hand, presents too high of a risk for 

misfire or targeting of an innocent party due to attribution challenges.  

Accurately and timely determining the intent of the attack, once it has been 

discovered, is yet another problem.  If international norms that dictate 

91



 

proportionality of response prevent retaliation to attacks on confidentiality, or 

espionage, determining whether the goal of an intrusion is to attack confidentiality, 

integrity or availability of information system becomes nearly just as critical as 

detecting the attack itself. The process of intrusion classification can be very 

challenging for a defender, at least in its initial stages, as the tactics, techniques and 

procedures (TTPs) may be identical for all types of attacks. For instance, attacks on 

confidentiality, integrity and availability may all begin with an intrusion exploiting 

a vulnerability in an externally connected information system, followed by malware 

deployment, which provides the adversary with full remote access capabilities to 

the internal network.  Until that remote access capability is leveraged for an 

integrity or availability attack, it may be impossible to know through technical 

means the true purpose of the intrusion.  This uncertainty further adds to the 

complexity of establishing an early-warning detection system that can provide 

sufficient time for the appropriate Command and Control (C2) decision makers to 

evaluate the information and launch a counter-strike. 

Advanced defensive tactics, technologies and highly trained personnel will 

contribute to the shrinking of the detection and classification gap.  Separation of 

defensive and offensive resources, such as storage of offensive cyberweapons in 

offline locations which are less vulnerable to virtual targeting and distributing the 

retaliatory information systems and networks across wide virtual and physical space 

will help to build credible resilience to the counter-strike force.  This can reduce 

the reliance on rapid detection and classification of inbound attack by providing the 

means for the decision makers to retaliate even after suffering a devastating first 

strike, minimizing the chance that the adversary can count on taking out all of the 

counter-strike assets in a single attack. 

Second, is the need to preserve a rapid C2 decision-making and execution of a 

counter-strike option when facing a devastating cyber attack.  This can be 

accomplished by preserving the resiliency and integrity of command chain 

communications by instituting or preserving offline communications channels that 

are less likely to be impacted by cyber attacks, such as dedicated traditional secure 

POTS (plain old telephone service) lines and encrypted radio and satellite 

communications that are physically separated from virtual networks which can 

carry attack codes. 

Third, the counter-strike itself must be capable of instituting devastating damage on 

the attacker’s own virtual and physical infrastructure to make the first-strike 

prohibitively expensive.  Limited public demonstrations of cyber offensive 

capabilities can serve a useful purpose in alerting potential opponents to what they 

may face should they decide to attack. However, this part of the deterrence 

equation presents the biggest challenge to developed nation-states with advanced 

cyber defensive and offensive capabilities but who face developing nation-state 

adversaries with dangerous offensive cyber weapons but are themselves not reliant 

on cyberspace for their national economic or military interests.  It is hard to cause 
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prohibitively devastating damage on your opponent through cyber means alone if 

his vital infrastructure is completely disconnected from the network. This problem 

presents a serious conundrum to policy makers, who face the unappealing choice of 

rising up the escalatory ladder and retaliating with conventional or perhaps even 

nuclear weapons in response to a cyber-only attack, in the process risking violations 

of international norms of proportional response, or absorbing the attack without a 

response and looking weak to their enemies, friends and populations alike. Yet, 

while this is a significant unresolved policy problem today, it is reasonable to 

expect that its consequences will lessen with time, as more and more developing 

countries rapidly increase their reliance on cyberspace in order to reap the 

economic, efficiency and force-multiplier benefits it affords. 

Lastly, political leaders must demonstrate the credible will to issue a cyber counter-

strike in response to a highly damaging integrity or availability attack of national 

security consequence.  In today’s world of complete ambiguity with regards to 

cyber-offense that can create much uncertainty in the minds of potential opponents, 

this can be best accomplished with a declaratory policy that defines, even if in 

opaque terms that provide sufficient room for decision makers to maneuver, the red 

lines that will trigger a counter-strike or even a preemptive first-strike in response 

to a credible and imminent threat.  

VIII. CONCLUSION 

This paper has argued that an effective cyberdeterrence strategy must focus on 

consequential integrity and availability cyber attacks and deter them through a 

declaratory policy that establishes red lines which may trigger a counter-strike 

against all identifiable responsible parties.  It is also advantageous to provide public 

limited demonstration of offensive capabilities, spend resources on increasing 

threat detection and resiliency of both defensive and offensive networks, increase 

off-line redundancies for C2 communications and enhance HUMINT and SIGINT 

intelligence collection and analysis efforts to focus on cyber threat actors, their 

capabilities and intentions.  This strategy can credibly influence nation-state threat 

actors who themselves exhibit serious vulnerabilities to cyber attacks from 

launching a first strike. 

IX. FUTURE EXPLORATION 

This paper did not explore several areas that need to be covered by a 

comprehensive cyberspace strategic deterrence doctrine and that should be 

explored in future works.  These areas include the challenge of deterring non-state 

actors, such as terrorist and criminal groups, a problem that has not been adequately 

solved in neither the physical nor the virtual world. Another aspect that should be 

examined in the future is whether tactical as opposed to strategic cyberdeterrence is 

achievable against attacks that don’t rise to the level of strategic impact. 
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Abstract- The speed of processes and the amount of data to be used in defending the 
cyber space cannot be handled by humans without considerable automation. However, 
it is difficult to develop software with conventional fixed algorithms (hard-wired logic 
on decision making level) for effectively defending against the dynamically evolving 
attacks in networks. This situation can be handled by applying methods of artificial 
intelligence that provide flexibility and learning capability to software. This paper 
presents a brief survey of artificial intelligence applications in cyber defense (CD), and 
analyzes the prospects of enhancing the cyber defense capabilities by means of 
increasing the intelligence of the defense systems. After surveying the papers available 
about artificial intelligence applications in CD, we can conclude that useful 
applications already exist. They belong, first of all, to applications of artificial neural 
nets in perimeter defense and some other CD areas. From the other side – it has 
become obvious that many CD problems can be solved successfully only when methods 
of artificial intelligence are being used. For example, wide knowledge usage is 
necessary in decision making, and intelligent decision support is one of yet unsolved 
problems in CD.   
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I. INTRODUCTION 
It is obvious that defense against intelligent cyber weapons can be achieved only 
by intelligent software, and events of the last two years have shown rapidly 
increasing intelligence of malware and cyber-weapons. Let us mention the 
Conficker worm for example. Some effects of Conficker on military and police 
networks in Europe have been cited in [1] as follows: “Intramar, the French Navy 
computer network, was infected with Conficker on 15 January 2009. The network 
was subsequently quarantined, forcing aircraft at several airbases to be grounded 
because their flight plans could not be downloaded. The United Kingdom Ministry 
of Defense reported that some of its major systems and desktops were infected. 
The virus has spread across administrative offices, NavyStar/N* desktops aboard 
various Royal Navy warships and Royal Navy submarines, and hospitals across the 
city of Sheffield reported infection of over 800 computers. On 2 February 2009, 
the Bundeswehr, the unified armed forces of the Federal Republic of Germany 
reported that about one hundred of their computers were infected. In January 2010, 
the Greater Manchester Police computer network was infected, leading to its 
disconnection for three days from the Police National Computer as a precautionary 
measure; during that time, officers had to ask other forces to run routine checks on 
vehicles and people.”  
 
Application of network centric warfare (NCW) makes cyber incidents especially 
dangerous, and changes in cyber defense are urgently required [2]. The new 
defense methods like dynamic setup of secured perimeters, comprehensive 
situation awareness, highly automated reaction on attacks in networks will require 
wide usage of artificial intelligence methods and knowledge-based tools.  
 
Why has the role of intelligent software in cyber operations increased so rapidly? 
Looking closer at the cyber space, one can see the following answer. Artificial 
intelligence is needed, first of all, for rapid reaction to situations in Internet. One 
has to be able to handle large amount of information very fast in order to describe 
and analyze events that happen in cyber space and to make required decisions. The 
speed of processes and the amount of data to be used cannot be handled by humans 
without considerable automation. However, it is difficult to develop software with 
conventional fixed algorithms (hard-wired logic on decision making level) for 
effectively defending against the attacks in cyber space, because new threats 
appear constantly. Here is a place for artificial intelligence methods. 
  
The second section of the present paper introduces artificial intelligence as a field 
of science and technology. In the third section we look at the existing artificial 
intelligence applications in cyber defense, grouped by the artificial intelligence 
techniques. The fourth section looks into the future and suggests new intelligent 
applications. 
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II. ABOUT ARTIFICIAL  INTELLIGENCE 
Artificial intelligence (AI) as a field of scientific research (also called machine 
intelligence in the beginning) is almost as old as electronic computers are. A 
possibility of building devices/software/systems more intelligent than human 
beings has been from the early days of AI “on the horizon”. The problem is that the 
time horizon moves away when time passes. We have witnessed the solving of a 
number of intelligently hard problems by computers like playing good chess, for 
instance. During the early days of computing the chess playing was considered a 
benchmark showing a real intelligence. Even in seventies of the last century, when 
the computer chess was on the masters level, it seemed almost impossible to make 
a program that could beat the world champion. However, this happened sooner 
than expected. This had three reasons: increased computing power, development of 
a good search algorithm (that can be used in many applications beside chess, see 
the section on search below), and well organized knowledge bases that included all 
available chess knowledge (first of all, opening and end games). In essence, the 
chess problem could be solved because it was a specific intellectual problem 
belonging to so called narrow AI. A different case is translating from one language 
into another that requires general AI. In sixties of the last century, especially after 
N. Chomski’s work in structural linguistics, it was expected that the natural 
language translation problem will be solved soon. It has not happened yet, although 
success is visible in some specific applications like, for instance, Google’s AI 
linguistics. The reason is that this requires artificial general intelligence -- 
possessing of and ability to handle large amounts of knowledge in every field 
related to human activities.   
 
It is generally accepted that AI can be considered in two ways: as a science aimed 
at trying to discover the essence of intelligence and developing generally 
intelligent machines, or as a science providing methods for solving complex 
problems that cannot be solved without applying some intelligence like, for 
instance, playing good chess or making right decisions based on large amounts of 
data. In the present paper we will take the second approach, advocate for applying 
specific AI methods to cyber defense problems, and will refer to the existing AI 
algorithms described in [3]. 

III. WHAT WE HAVE TODAY 
After surveying the papers available about AI applications in CD, we are able to 
conclude that numerous useful applications already exist in this field. They belong, 
first of all, to applications of artificial neural nets in perimeter defense. On the 
other hand – it has become obvious that many more CD problems can be solved 
successfully only when AI methods are used. Wide knowledge usage is necessary 
in decision making, and the intelligent decision support is one of the yet unsolved 
problems in CD. 
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A large number of methods have been developed in the artificial intelligence field 
for solving hard problems that require intelligence from the human perspective. 
Some of these methods have reached a stage of maturity where precise algorithms 
exist that are based on these methods. Some methods have even become so widely 
known that they are not considered belonging to artificial intelligence any more, 
but have become a part of some application area, for instance, data mining 
algorithms that have emerged from the learning subfield of AI. It would be 
impossible to try to give more or less complete survey of all practically useful AI 
methods in a brief survey. Instead, we have grouped the methods and architectures 
in several categories: neural nets, expert systems, intelligent agents, search, 
machine learning, data mining and constraint solving. We outline these categories 
here, and we give references to the usage of respective methods in cyber defense. 
We are not going to discuss natural language understanding, robotics and computer 
vision which we consider specific applications of AI. Robots and computer vision 
have definitely impressive military applications, but we have not found anything 
specific to CD there. 

A. Neural nets 
Neural nets have a long history that begins with the invention of perceptron by 
Frank Rosenblatt in 1957 – an artificial neuron that has remained one of the most 
popular elements of neural nets [4]. Already a small number of perceptrons 
combined together can learn and solve interesting problems. But neural nets can 
consist of a large number of artificial neurons. Therefore neural nets provide a 
functionality of massively parallel learning and decision-making. Their most 
distinguished feature is the speed of operation. They are well suited for learning 
pattern recognition, for classification, for selection of responses to attacks [5] etc. 
They can be implemented either in hardware or in software.  
  
Neural nets are well applicable in intrusion detection and intrusion prevention [6, 
7, 8, 9, 10]. There have been proposals to use them in DoS detection [11], 
computer worm detection [12], spam detection [13], zombie detection [14], 
malware classification [15] and in forensic investigations [16].  
 
A reason for the popularity of neural nets in cyber defense is their high speed, if 
implemented in hardware or used in graphic processors. There are new 
developments in the neural nets technology: third generation neural nets – spiking 
neural networks that mimic biological neurons more realistically, and provide more 
application opportunities. Good opportunities are provided by the usage of FPGA-s 
(field programmable gate arrays) that enable rapid development of neural nets and 
their adjustment to changing threats.  

B.    Expert systems 
Expert systems are unquestionably the most widely used AI tools. An expert 
system is software for finding answers to questions in some application domain 
presented either by a user or by another software [17]. It can be directly used for 

98



 

 

decision support, e.g. in medical diagnosis, in finances or in cyberspace. There is a 
great variety of expert systems from small technical diagnostic systems to very 
large and sophisticated hybrid systems for solving complex problems. 
Conceptually, an expert system includes a knowledge base, where expert 
knowledge about a specific application domain is stored. Besides the knowledge 
base, it includes an inference engine for deriving answers based on this knowledge 
and, possibly, additional knowledge about a situation. Empty knowledge base and 
inference engine are together called expert system shell -- it must be filled with 
knowledge, before it can be used. Expert system shell must be supported by 
software for adding knowledge in the knowledge base, and it can be extended with 
programs for user interactions, and with other programs that may be used in hybrid 
expert systems. Developing an expert system means, first, selection/adaptation of 
an expert system shell and, second, acquiring expert knowledge and filling the 
knowledge base with the knowledge. The second step is by far more complicated 
and time consuming than the first.  
 
There are many tools for developing expert systems. In general, a tool includes an 
expert system shell and has also a functionality for adding knowledge to the 
knowledge repository. Expert systems can have extra functionality for simulation 
[5], for making calculations etc. There are many different knowledge 
representation forms in expert systems, the most common is a rule-based 
representation. But the usefulness of an expert system depends mainly on the 
quality of knowledge in the expert system’s knowledge base, and not so much on 
the internal form of the knowledge representation. This leads one to the knowledge 
acquisition problem that is crucial in developing real applications.  
 
Example of a CD expert system is one for security planning [18]. This expert 
system facilitates considerably selection of security measures, and provides 
guidance for optimal usage of limited resources. There are early works on using 
expert systems in intrusion detection [19, 20].  

C.    Intelligent agents 
Intelligent agents are software components that possess some features of intelligent 
behavior that makes them special: proactiveness, understanding of an agent 
communication language (ACL), reactivity (ability to make some decisions and to 
act). They may have a planning ability, mobility and reflection ability. In the 
software engineering community, there is a concept of software agents where they 
are considered to be objects that are at least proactive and have the ability to use 
the agent communication language. Comparing agents and objects, one can say 
that objects may be passive, and they do not have to understand any language 
(although they accept messages with well-defined syntax.)   
 
Using intelligent agents in defense against DDoS has been described in [21] and 
[22], where simulation shows that cooperating agents can effectively defend 
against DDoS attacks. After solving some legal [23] and also commercial 
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problems, it should be possible in principle to develop a “cyber police” consisting 
of mobile intelligent agents. This will require implementation of infrastructure for 
supporting the cyber agents’ mobility and communication, but must be 
unaccessible for adversaries. This will require cooperation with ISP-s. Multi-agent 
tools can provide more complete operational picture of the cyber space, for 
instance, a hybrid multi-agent and neural network-based intrusion detection 
method has been proposed in [24]. Agent-based distributed intrusion detection is 
described in [25]. 

D.   Search 
Search is a universal method of problem solving that can be applied in all cases 
when no other methods of problem solving are applicable. People apply search in 
their everyday life constantly, without paying attention to it. Very little must be 
known in order to apply some general search algorithm in the formal setting of the 
search problem: one has to be able to generate candidates of solutions, and a 
procedure (formally a predicate) must be available for deciding whether a proposed 
candidate satisfies the requirements for a solution. However, if additional 
knowledge can be exploited to guide the search, then the efficiency of search can 
be drastically improved. Search is present in some form almost in every intelligent 
program, and its efficiency is often critical to the performance of the whole 
program.  
 
A great variety of search methods have been developed which take into account the 
specific knowledge about particular search problems. Although many search 
methods have been developed in AI, and they are widely used in many programs, it 
is seldom considered as the usage of AI. For example, in [26] and [27] dynamic 
programming is essentially used in solving optimal security problems, the search is 
hidden in the software and it is not not visible as an AI application. Search on and-
or trees, αβ-search, minimax search and stochastic search are widely used in games 
software, and they are useful in decision-making for cyber defense. The αβ-search 
algorithm, originally developed for computer chess, is an implementation of a 
generally useful idea of “divide an conquer” in problem solving, and especially in 
decision making when two adversaries are choosing their best possible actions. It 
uses the estimates of minimally guaranteed win and maximally possible loss. This 
enables one often to ignore large amount of options and considerably to speed up 
the search.  

E.    Learning 
Learning is improving a knowledge system by extending or rearranging its 
knowledge base or by improving the inference engine [28]. This is one of the most 
interesting problems of artificial intelligence that is under intensive investigation. 
Machine learning comprises computational methods for acquiring new knowledge, 
new skills and new ways to organize existing knowledge. Problems of learning 
vary greatly by their complexity from simple parametric learning which means 
learning values of some parameters, to complicated forms of symbolic learning, for 
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example, learning of concepts, grammars, functions, even learning of behavior 
[29].  
 
AI provides methods for both -- supervised learning (learning with a teacher) as 
well as unsupervised learning. The latter is especially useful in the case of 
presence of large amount of data, and this is common in cyber defense where large 
logs can be collected. Data mining has originally grown out of unsupervised 
learning in AI. Unsupervised learning can be a functionality of neural nets, in 
particular, of self-organizing maps [30, 10, 16, 31]. 
 
A distinguished class of learning methods is constituted by parallel learning 
algorithms that are suitable for execution on parallel hardware. These learning 
methods are represented by genetic algorithms and neural nets. Genetic algorithms 
and fuzzy logic has been, for instance, used in threat detection systems described in 
[32].  

F.   Constraint solving 
Constraint solving or constraint satisfaction is a technique developed in AI for 
finding solutions for problems that are presented by giving a set of constraints on 
the solution, e.g. logical statements, tables, equations, inequalities etc. [3, 33]. A 
solution of a problem is a collection (a tuple) of values that satisfy all constraints. 
Actually, there are many different constraint solving techniques, depending on the 
nature of constraints (for example, constraints on finite sets, functional constraints, 
rational trees). On a very abstract level, almost any problem can be presented as a 
constraint satisfaction problem. In particular, many planning problems can be 
presented as constraint satisfaction problems. These problems are difficult to solve 
because of large amount of search needed in general. All constraint solving 
methods are aimed at restricting the search by taking into account specific 
information about the particular class of problems. Constraint solving can be used 
in situation analysis and decision support in combination with logic programming 
[34, 35]. 

IV.  CHALLENGES IN INTELLIGENT CYBER DEFENSE 
When planning the future research, development and application of AI methods in 
CD, one has to distinguish between the immediate goals and long-term 
perspectives. There are numerous AI methods immediately applicable in CD, and  
there are immediate CD problems that require more intelligent solutions than have 
been implemented at present. Until now we have discussed these existing 
immediate applications.  
 
In the future, one can see promising perspectives of the application of completely 
new principles of knowledge handling in situation management and decision 
making. These principles include introduction of a modular and hierarchical 
knowledge architecture in the decision making software. This kind of architecture 
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has been proposed in [36]. A challenging application area is the knowledge 
management for net centric warfare [37]. Only automated knowledge management 
can guarantee rapid situation assessment that gives a decision superiority to leaders 
and decision makers on any C2 level. As an example, the paper [36] describes an 
idea of the hierarchical and modular knowledge architecture in the Joint Command 
and Control Information System of the Bundeswehr.  
 
Expert systems are already being used in many applications, sometimes hidden 
inside an application, like in the security measures planning software [26]. 
However, expert systems can get wider application, if large knowledge bases will 
be developed. This will require considerable investment in knowledge acquisition, 
and development of large modular knowledge bases. Also further development of 
the expert system technology will be needed: modularity must be introduced in the 
expert system tools, and hierarchical knowledge bases must be used.  
 
Considering a more distant future -- at least some decades ahead, perhaps we 
should not restrict us to the “narrow AI”. Some people are convinced that the grand 
goal of the AI -- development of artificial general intelligence -- AGI can be 
reached in the middle of the present century. The first conference on AGI was held 
in 2008 at the University of Memphis. The Singularity Institute for Artificial 
Intelligence (SIAI), founded in 2000, warns researchers of a danger that 
exponentially faster development of intelligence in computers may occur. This 
development may lead to Singularity, described in [38] as follows: “The 
Singularity is the technological creation of smarter-than-human intelligence. There 
are several technologies that are often mentioned as heading in this direction. The 
most commonly mentioned is probably Artificial Intelligence, but there are others 
...  -- several different technologies which, if they reached a threshold level of 
sophistication, would enable the creation of smarter-than-human intelligence. ... A 
future that contains smarter-than-human minds is genuinely different in a way that 
goes beyond the usual visions of a future filled with bigger and better gadgets.” A 
futurist Ray Kurtzwell has extrapolated the development to come up with 
Singularity in 2045 [39]. One need not to believe in the Singularity threat, but the 
rapid development of information technology will definitely enable one to build 
considerably better intelligence into software in coming years. (Consider the recent 
impressive performance of IBM-s Watson program [40].) Independently of 
whether the AGI is available or Singularity comes, it is crucial to have the ability 
to use better AI in cyber defense than the offenders have it.  

V.  CONCLUSIONS 
In the present situation of rapidly growing intelligence of malware and 
sophistication of cyber attacks, it is unavoidable to develop intelligent cyber 
defense methods. The experience in DDoS mitigation has shown that even a 
defense against large-scale attacks can be successful with rather limited resources 
when intelligent methods are used.  
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An analysis of publications shows that the AI results most widely applicable in CD 
are provided by the research in artificial neural nets. Applications of neural nets 
will continue in CD. There is also an urgent need for application of intelligent 
cyber defense methods in several areas where neural nets are not the most suitable 
technology. These areas are decision support, situation awareness and knowledge 
management. Expert system technology is the most promising in this case.  
 
It is not clear how rapid development of general artificial intelligence is ahead, but 
a threat exists that a new level of artificial intelligence may be used by the 
attackers, as soon as it becomes available. Obviously, the new developments in 
knowledge understanding, representation and handling [41, 42, 43] as well in 
machine learning will greatly enhance the cyber defense capability of systems that 
will use them.  
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Abstract—Botnets are a well-recognized and persistent threat to all users of the 
Internet. Since the first specimens were seen two decades ago, botnets have developed 
form a subject of curiosity to highly sophisticated instruments for illegally earning 
money. In parallel, an underground economy has developed which creates hundreds of 
millions of euros per year in revenue with spamming, information theft, blackmailing 
or scare-ware. Botnets have become a high-value investment for their operators that 
need to be protected from law enforcement agencies or the anti-botnet community. 
Security researchers and companies trying to keep them within bounds are facing the 
very latest in spreading and defense techniques. Hundreds of thousands of new 
malware samples per month pose an immense challenge for AV companies. Specialized 
countermeasures against botnets have evolved along with botnet technology, trying to 
bring them down by targeting the root of every botnet: its command-and-control 
structure. This leads to an ongoing arms race between botnet developers and their 
operators vs. security experts. So far the former have the upper hand. 
Based on the analysis of multiple botnet takedowns and the in-depth investigation of 
various botnet architectures conducted by the authors, this paper provides an analysis 
of the efforts needed to acquire and set up a botnet. This is followed by a comparison of 
selected significant botnet countermeasures, which are discussed with regard to their 
required resources. Legal and ethical issues are also addressed, while a more thorough 
discussion of these will be left for future work. 

Keywords-IT security; botnet; malware; infection; disinfection; botnet setup; botnet 
takedown; tactical takedown; 
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I. INTRODUCTION: CURRENT STATE OF THE ARMS RACE 
Botnets are networks of computers infected with malicious software (malware), 
remotely controlled by so-called bot herders. The infected machines within this 
botnet (a.k.a. bot or zombie) are regularly abused to perform mostly criminal 
activities without the knowledge of their owners. This includes but is not limited to 
sending spam, conducting distributed denial-of-service (DDoS) attacks or 
harvesting sensitive data such as credit card credentials. Beyond credit card fraud, 
extortion schemes can also be observed with threats of large-scale DDoS attacks 
unless payments are made. All this leads to steadily increasing financial damage 
and cyber crime’s yearly income surpassing the global drugs revenue [1]. As a 
latest trend, botnets play an increasing role in politically motivated attacks against 
public and private institutions, sometimes threatening entire countries [2]. Behind 
this is a well-developed underground market, on which botnet technology and 
associated services are sold to everyone at rather low prices [15]. 
Anti-virus (AV) companies as the natural enemy of malware are constantly trying 
to keep up with the growing threat, developing a variety of products to protect 
computers from being infected. Unfortunately, malware authors are often one step 
ahead because of the reactive defense provided by AV software. If newly 
developed malware is released, even up-to-date anti-virus detectors are often not 
likely to detect it [3]. Some AV software detects less than 10 % of new samples 
within the first 24 hours of their occurrence. Often manual analysis of new 
malware samples is required because automatic approaches are limited in their 
capabilities. There is a general consensus in the AV industry that current solutions 
are neither scalable nor sustainable enough. 
Acknowledging the fact that malware spreading cannot be stopped or slowed down 
significantly, other countermeasures directly attacking established botnets have 
been developed. 
To receive or pass on commands, the individual parts of these botnets need to 
communicate with each other and with their so-called command-and-control 
(C&C) servers. The method according to which this communication takes place 
defines the topology of the botnet. So far three different ones have been 
established: centralized topologies with few C&C servers, decentralized topologies 
based on peer-to-peer (P2P) protocols, and semi-flexible topologies often realized 
by fluxy domain registrations.  
If connectivity between bots and C&C servers is established, different 
communication protocols like HTTP or IRC are commonly used. A more in-depth 
discussion of technical botnet issues can be found in [4] and [5]. All these technical 
aspects provide entry vectors for targeted counter measures against botnets.  
This paper provides a comprehensive overview of the resources needed in this 
arms race between bot herders and botnet hunters. Based on analyses of recent 
botnet investigations and experience from conducted takedowns, the most common 
countermeasures are presented and analyzed.  
The paper discusses the countermeasures with regard to their required resources, 
namely required skills, monetary costs and time as well as the likelihood of a 
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successful takedown. Legal and ethical aspects are also addressed. The discussion 
is based on a simple taxonomy of botnets presented in Section 2, grouping botnets 
into three broad groups. In Section 3, we discuss the efforts needed to set up a 
botnet for each of the introduced categories. This is followed by an in-depth 
discussion on required resources for the most common botnet countermeasures in 
Section 4. We conclude with a summary and an outlook on future developments. 

II. BOTNET EVOLUTION 
Since the world fist encountered a computer virus called Brain back in 1984, 
malware has developed from a proof of creativity to a highly sophisticated 
instrument usable for various tasks, nowadays aiming mainly for earning money in 
a criminal way. 
Botnets themselves evolved from the idea of a massive remote control for 
administrative tasks to a flexible type of malware encompassing the most 
successful spreading and hiding techniques. 
Botnets evolved and became more professional over time. This is reflected in their 
capabilities, but also in the skills needed for their creation. Nowadays, experienced 
and knowledgeable malware developers are needed to create botnets which are 
hard to detect or to mitigate. 
This paper introduces three broad categories of botnets reflecting the major 
evolutional steps over the past decades. The discussion on setting up or taking 
over/down botnets is structured according to these categories. 

A. Open-Source Botnets 
The first category is formed by botnets that were either developed open-source, 
were made freely available later on, or are easy to find. This marks the very 
beginning of malicious botnet development, where botnets and malware in general 
was often written for (often still illegal) fun or out of competition between “geeks”. 
Monetary aspects were hardly a driving force. 
Well-known representatives are botnets like AgoBot, SDBot or RBot [22, 23]. 
While quite old, they are still in use and are sometimes developed further by single 
groups adding new exploits or functionality. These new exploits are developed 
individually or obtained from other sources like the exploit framework Metasploit 
[6]. For this category we assume that most of the code base is freely available for 
both malware developers and AV companies. They are easy to set up, typically 
only requiring the botherder to make some changes in provided configuration files 
and compiling the code. 
An alternative way of operation is the development of a closed-source botnet 
(which might be a fork of or inspired by an existing open-source botnet), adding 
well developed open-source components to the code base. Popular examples for 
open-source components integrated into closed-source botnets are cryptographic 
and compression routines. Waledac used the OpenSSL library [4, 7], for both RSA 
and AES, Conficker included the official MIT implementation of the MD6 hash 
algorithm [8], and Storm made use of the zlib [9] compression library [24]. This 

109



provides malware developers with reliable, well tested standard routines, reducing 
their efforts. If a particular botnet is a fork of one of the older open-source botnets 
mentioned above, we consider it to fall under this category. Otherwise the botnets 
belong to one of the following categories. 

B. Construction Kit-based Botnets 
Over time, botnets developed into an effective tool to illicitly earn money. With 
AV and other security companies putting more efforts into fighting botnets, botnet 
developers improved resistance to countermeasures. However, they invented an 
increasing number of new features for generating money, e. g. by harvesting 
financial credentials or other valuable information and subsequently selling them 
later. Botnet developers started to understand the value of their creations and that 
not everybody is able to develop sophisticated botnets, thus raising the value of 
well-developed ones. Out of this a business model developed in an underground 
scene, where botnet developers started to sell botnet software. To an increasing 
extent, this is offered together with patch services, infection guarantees and/or 
hosting services. Botnets became available as so-called constructions kits, enabling 
everyone to configure and create their own botnet in a point-and-click fashion. 
This category covers all botnets fitting this description. They are assumed to be 
well maintained, regularly updated, and coming with the ability to add new 
functionality (add-ons), maybe even by third parties. Many of them are sold 
including support for the buyer via ICQ or other digital media. These botnets are 
normally developed as closed source, using state-of-the-art methods, software 
development processes and quality assurance methods [10]. To protect the botnet 
software, licensing schemes and code protection software such as VMProtect [11], 
commonly encountered in legitimate software products, are used to control the 
distribution of their products. This makes analyzing or stealing the botnet’s source 
code hard for competitors and AV companies. 
Prominent examples of botnets that are sold as construction kits are ZeuS and its 
presumable successor, SpyEye, both targeting financial data. In the case of ZeuS, 
the C&C server is provided based on open-source components written in PHP.  
Prices usually range from a few hundred to several thousand USD depending on 
the feature set [15]. 

C. Specialized Botnets 
The last category this paper introduces covers all botnets, which were developed 
with a very specific target or functionality in mind. While most of the attributes of 
the second category still apply, specialized botnets are highly professionally 
developed, combining advanced expertise in exploit development (e. g. by usage of 
0-day exploits), careful software engineering considering latest countermeasures, 
and sometimes even combine cross-domain knowledge or intelligence of the target. 
Monetary gains as a driving force might but do not need to be present. Espionage 
and sabotage are other motivations for this advanced persistent threat (APT). 
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Examples for this category are Ghostnet [12], which aimed at political espionage in 
China-critical communities, or Stuxnet, which was developed to target Windows-
based supervisory control and data acquisition (SCADA) systems and is assumed 
to be an instrument of information gathering and sabotage of the Iranian nuclear 
program [13]. Night dragon is a botnet spying mainly on petrol and gas companies 
[25]. Another example is Conficker, which, while actively developed to be 
impervious to latest countermeasures and widely spread, still has not shown any 
active functional payload. 

III. SETTING UP A BOTNET 
In 2008, spammers alone earned an estimated 780 million USD [14] and there is an 
upward trend to these numbers. With this ever increasing amount of money to be 
made by operating or renting out botnets, an increasing professionalization in the 
domain can be observed [26]. Structures similar to free market (sub-) economies 
are emerging where prices and the availability of products and services are 
regulated by demand. There are even marketing campaigns on underground forums 
promoting certain products. Taking these issues into account, what are the 
resources that remain to be expended for setting up and deploying a botnet? In this 
section we will discuss these resources in the context of the botnet categories 
introduced in the previous section. 

A. Finances 
As the development of open-source botnets is community-driven, no direct 
monetary cost is involved. Depending on the situation, software developers might 
need to be paid.  
The prices of construction kit botnets vary; entry-level ZeuS kits can be purchased 
for 3,000-4,000 USD, whereas more advanced kits can cost more than 10,000 USD 
[15]. Additionally, appropriate infection kits can be bought from 100 to more than 
1,000 USD [16]. A range of companies exist that provide “all-inclusive” packages 
for botnet construction, propagation with exploit kits, as well as command-and-
control server hosting and maintenance. 
Where specialized botnets are concerned, especially skilled and trusted developers 
are required. Components are typically self-developed and seldom purchased. The 
required trust and skill level makes these types of botnets more expensive than 
extensions to open-source botnets. In case of sabotage and for reliable 
development, test environments have to be bought, set up, and maintained [13]. 

B. Development Skills 
There are three aspects to be considered when developing a botnet: the infection of 
the target machine, the botnet binary that is executed on the target machine after 
infection, and the C&C infrastructure. Different development skills are required for 
each aspect. Resource requirements for infection are fairly similar for the different 
classes of botnets and are discussed in a subsequent section. 
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To configure and install the bot component of an open-source botnet, the user 
needs a basic understanding of source code configuration and needs to be able to 
use a compiler. A non-technical user can acquire these skills in a short amount of 
time. However, a risk in this case is the unknown programming quality of the 
malware.  
Compared to this, the configuration and setup of construction kit botnets is almost 
negligible. These kits are for sale and designed with user-friendliness in mind. The 
entire process takes only a few clicks of the mouse. Configuration is accomplished 
easily by adapting existing configuration files or purchasing ready-made ones. 
Most kits come with a standard set of system manipulations. 
With specialized botnets, the greatest difficulty lies in the amalgamation of cross-
domain knowledge, . This does not usually apply to botnets in the other groups. 
Specialized botnets have highly customized goals, e. g. espionage or sabotage. 
Exploiting weaknesses and optimizing malware for execution in systems in these 
environments requires a high degree of immersion in that context. An example of 
this is Stuxnet. Here, a detailed familiarity with very specific industrial control 
systems was required. The actual technical skills are comparable to those required 
for open-source botnets, although in most cases there is no software base to build 
upon so extensive development effort is needed. An additional difficulty is that 
community support cannot be relied on here. 
Where the development of C&C infrastructure is concerned, construction kit-based 
botnets require the least effort of the three classes. In principle, setting up a C&C 
server is identical to setting up any other content-management system. For a more 
in-depth discussion of C&C infrastructures, please refer to [4]. Protecting the C&C 
server against takedown attempts by authorities and security researchers is more 
challenging, but often all-inclusive bundles are offered that include setup, support 
and bulletproof hosting of the C&C server. For open-source and specialized 
botnets, these activities have to be performed manually. 

C. Defensive Skills 
To protect their software from reverse engineering and analysis, malware authors 
increasingly employ defensive measures on a technical level. 
An often-used mechanism is encryption, both of the communication with the C&C 
server and of the malware binary itself. Circumvention of the former is always 
possible. This is an imminent weakness in botnets using encrypted communication 
because the encryption keys either need to be included in the binary or can be 
observed when processed in the binary during runtime. 
Obfuscation is a technique for hiding that different malware samples belong to the 
same botnet and to complicate detailed analysis of the internals. A recent trend is 
so-called server-side polymorphism. Here, the server from which a newly infected 
machine retrieves the actual malware encodes the binary differently for every 
client. This can include differences in the encryption routine, encryption keys, etc. 
The result is that binaries from two different infected hosts have nothing in 
common at first glance. 
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Already existing malware can be precisely immunized against certain AV products 
or analysis tools. This can easily be done manually because of Web sites such as 
VirusTotal, a meta-anti-virus tool that allows the online scanning of malware 
samples with multiple AV solutions. Malware can also be hardened automatically 
using third-party tools. 
By implementing blacklists of IP addresses of known honeypot or other analysis 
systems, malware developers can explicitly avoid infecting malware analysis 
systems. Knowledge about such systems can be gathered in a variety of ways. A 
Web site called AV Tracker [18] contains a comprehensive list of sandboxes, 
Honeypots and other analysis systems operated by the AV industry and malware 
researchers world-wide. Going one step further, ZeuS operators have been 
observed to set up a honeypot-like system to analyze and provide further 
information about researchers trying to infiltrate its administrative interface [19]. 
In the case of open-source botnets, the employed defensive measures are hardly 
sophisticated and are mostly self-developed. Sometimes, adaptations of standard 
mechanisms can be observed. Botnets made with construction kits typically either 
have the defensive measures integrated into the construction kit or make use of so-
called defensive kits. This modular technique allows the integration of arbitrary 
defensive measures into the construction kit just before the malware binary is 
compiled. Depending on the sophistication of these defensive kits, they are either 
freely available or need to be purchased. Defensive measures for specialized 
botnets are normally a mixture of standard techniques along with custom-built 
developments that ensure the stealth properties of the malware binary. 
Because security researchers actively study and circumvent these defensive 
mechanisms, the result is a constant arms race in which botnet operators and 
developers continually develop new and more advanced mechanisms which are 
then analyzed and bypassed by the security industry. 

D. Deployment 
Originally, malware spread by exploiting server services via portable disks, 
nowadays often USB sticks. 
A new trend is the increasing exploitation of vulnerabilities in client-side 
applications. These are often ubiquitous on user desktops and thus an easy target. 
Examples for these kinds of applications are Adobe’s Portable Document Format 
(PDF) reader and Flash, Microsoft Office programs, or Web browsers. The latter 
can be exploited by so-called drive-by downloads on infected Web sites. These 
Web sites can be both legitimate sites hacked by criminals, or sites especially set 
up for the express purpose of infection. In the latter case, mass spam e-mails 
containing links to these sites lured users to these sites. According to the Websense 
2010 threat report, 79.9 % of Web sites with malicious code were compromised 
legitimate sites [20]. 
Lately, there has been an increase in so-called targeted attacks which contain a 
social engineering component. Detailed background information is gathered on the 
intended targets and personalized messages are sent to the victims, either via e-
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mail or through social networking sites. By exploiting information about the 
target’s current personal or professional situation (e. g. hobbies or work-related 
activities), the target can be tempted to open either infected attached files or visit 
suggested Web sites.  
When open-source botnets are employed, the infection routines are generally self-
developed or developed and shared within the community. When specialized 
botnets are used, the situation is similar, but for different reasons. Here, secrecy 
and often the environment in which the botnet is operating necessitate own 
developments. In construction kit-based botnets, infection vectors are usually 
supplied in the form of the already mentioned exploit kits. 
The time required for the infection of hosts is difficult to estimate for all three 
classes of botnets. This also depends on the definition of “a sufficient number” of 
nodes which can be different for different purposes. When botnets are created for 
renting or selling them to third-parties [27], a common size of 10,000 hosts is 
bundled. For open-source and kit-based botnets, 10,000 hosts can often be infected 
within several hours to several days. In seldom cases, this can take more than a 
week. Specialized botnets often do not have the target of maximum infection speed 
as their purpose may not be financial gain but rather the accomplishment of long-
term goals such as espionage. Thus, infection speed may not be of the utmost 
importance. 

IV. RESOURCES REQUIRED FOR TACTICAL 
COUNTERMEASURES 
Most of the common defensive techniques, such as firewalls, IDS, or anti-virus 
solutions, act on a local level. The locality is a problem when multiple targets are 
attacked that are managed by different entities, e. g. organizations with 
independent but cooperating branches. In addition, local measures can usually not 
prevent specific types of attacks, like DDoS attacks. A more sustainable and 
reliable way to counter such attacks is to conduct tactical countermeasures against 
the originating botnet. 
In the following we will discuss the resources required to conduct different 
countermeasures that have the potential to take down the whole botnet. Two major 
types of countermeasures are considered. The first is classical countermeasures, 
which are rather moderate in their implications, but are very limited because of 
their dependence on the cooperation of other organizations. The second type is 
more aggressive countermeasures with global consequences which can be 
conducted by a single organization and are therefore, more suitable for a tactical 
take-down. 
Each of the presented countermeasures is discussed with regard to the resources 
money, human resources and skill-level, cross-domain expertise required by those, 
time for conducting the countermeasure, sustainability, and possible legal or ethical 
constraints. Since many factors influence the different resources, no hard numbers 
are given but rather important relationships and estimations are explained. 
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A. Classical Countermeasures 

1) C&C Server Takedown 
If the location of a C&C server has been determined, it can theoretically be shut 
down or disconnected. This can be made difficult if redundant infrastructures 
spread multiple instances of the server all over the world, in particular hosting 
them with different providers. In addition to the main C&C endpoint(s), backup 
channels have to be identified, if the takedown is to be sustainable. If this has been 
achieved, sustainability is usually very high, especially for kit-based botnets for 
which details about the infrastructure are either freely available or can be 
purchased from security companies or malware intelligence (e. g. [28]). The same 
is true for open-source botnets, as source code analysis can easily reveal structural 
information. Specialized botnets, due to their stealthy nature, require significant 
effort in malware dissection by reverse engineering and forensics along with time 
and money to identify C&C endpoints and backup channels. . 
Besides the required skills and money, cross-domain challenges like organizing 
cooperation with Internet service providers and local law enforcement authorities 
need to be faced. In an ideal case, the required time is in the vicinity of one hour. 
However, if lengthy analysis is needed and actions have to be coordinated with law 
enforcement in different countries, the entire process could take several months, if 
it is possible at all. 
Legal constraints in some countries prohibit or complicate the takedown of C&C 
servers, enabling so-called bulletproof hosting requiring law enforcement 
intervention. In some countries, authorities and ISPs are reluctant to cooperate with 
security researchers or other security authorities. This is well-known and taken 
advantage of by botnet operators. Some ISPs notify customers if a site is about to 
be taken down and botnet operators can move the C&C server to another provider 
or a different country entirely. 

2) DNS-based Countermeasures 
If the C&C infrastructure of the botnet is based on DNS, then a classical 
countermeasure is deregistration of those domains required by the botnet. This has 
to be done in cooperation with the respective DNS registrars and was successful in 
several cases. A requirement for this countermeasure to be sustainable is that the 
botnet’s C&C infrastructure relies solely on DNS mechanisms. If this requirement 
is met, DNS countermeasures are independent of the class of botnet, although C&C 
mechanisms tend to be more sophisticated in kit-based (Twitter-based selection of 
C&C server names in Torpig) and specialized (Kraken, Conficker) botnets. 
Where money, skills and cross-domain knowledge is concerned, the main 
organizational challenge is the cooperation with the DNS registrars. These 
companies have no immediate benefit from such cooperation and often do so 
mainly because of the publicity effect. National and international law enforcement 
agencies also need to be coordinated with as there are legal issues to be considered. 
In the majority of cases, a court warrant needs to be obtained. 
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The time needed for this countermeasure to come into effect is affected by both the 
duration of the legal proceedings, i. e. to obtain the court warrant, and the time it 
takes for the DNS settings to be propagated to other servers. The latter can take 
from several minutes to several days, depending on the DNS time-to-live settings. 
Already connected computers are not affected by this countermeasure; only newly 
connecting hosts performing a lookup receive the false information. Thus, the size 
of the botnet steadily decreases. The sustainability is very high. 

B. Proactive Countermeasures 
Beside the classical countermeasure, there are also more effective proactive 
countermeasures. 

1) Response DDoS 
If the locations of the C&C endpoints are known, a possibility is to launch a 
counter-DDoS attack to disable these endpoints. This is only possible if there is a 
single or limit number of C&C servers and would not work in a botnet relying on 
P2P infrastructure. A requirement for this is the availability of one or more 
machines for creating the traffic.  
Financial resources are needed for the setup and operation of the traffic creation 
machines. This could, for example, be done by renting a competing botnet. 
According to [21], a DDoS botnet can be rented from 200 USD per 24 hours or 
500 USD per month. Experiments conducted by an unnamed source have shown 
that a range of C&C servers can almost be shut down by DoS attacks from a single 
machine. This countermeasure is generally independent of the category of botnet 
being attacked. However, to determine the botnet’s operating parameters, 
especially its C&C endpoints, can require extensive analysis. The resources in 
terms of skills, cross-domain activities and money required for this are comparable 
to those of the C&C server takedown described earlier. 
The application of a counter-DDoS is possible practically instantly as soon as 
information about the C&C endpoints is available. However, the sustainability is 
negligible. The attacked botnet is disabled only as long as the counter-DDoS is 
executed. Also, the implications of launching an own DDoS attack need to be 
considered. It has to be ensured that legitimate services running in close proximity 
to the C&C endpoints are not adversely affected. In addition to that, DDoS attacks 
are illegal or even considered a hostile act in most countries. 

2) Hack-Back 
Another proactive countermeasure is hacking back, i.e. penetrating the C&C server 
and taking down the botnet from within. This requires the existence of a flaw in the 
C&C infrastructure which needs to be found and exploited. A team of highly 
skilled penetration specialists needs to be involved. 
In open-source botnets, the C&C protocol can be easily discovered by analyzing 
the source code. Standard source code auditing tools can be used to find 
weaknesses in the code. Construction kit botnets are usually sold together with the 
C&C server, although it is typically in binary form. Therefore, reverse engineering 
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and binary code auditing skills are required. For specialized botnets it can be very 
difficult to obtain information about the C&C server. It is sometimes possible 
when using standard components with known vulnerabilities, e.g. specific Web 
servers. In all cases, analysts are required who are able to think outside box and 
identify non-obvious relationships between botnet components. Kit-based and 
specialized botnets require the highest reverse engineering skills. 
The time required for such a hack-back differs among the different botnet classes. 
Because of the multitude of available code analysis tools, open-source botnets can 
often be hacked in a matter of minutes if a sufficient number of vulnerabilities 
exists, otherwise it is a matter of days depending on the complexity of the code. 
More time is required for kit-based botnets, since reverse engineering is needed 
most of the time. Because the server binary is available, offline and local stress 
tests can be performed. A minimum of several days can be expected, although the 
required time is more likely along the order of magnitude of weeks. Hacking of 
specialized botnets is very difficult. First the protocol has to be reverse engineered 
and possible weaknesses need to be derived. At least several weeks are needed for 
this. 
Once access to the C&C server has been gained, diverse valuable information can 
be discovered. The installation of a root kit allows the complete control of the 
server machine and might even result in greater privileges than even the botherders 
have. However, in most countries it is illegal to gain access to computer systems of 
others without their knowledge. From an ethical point of view, hacking back is 
effectively fighting fire with fire. 

3) Infiltration/Manipulation 
Another proactive countermeasure is the infiltration of a botnet which might lead 
to the botnet being manipulated and/or disabled from within. This requires an in-
depth understanding of the botnet’s architecture and C&C protocol. 
The skills needed vary for the different categories of botnets. Standard protocols, e. 
g. IRC and HTTP, can be automatically extracted, but especially for kit-based and 
specialized botnets, extensive reverse engineering skills are essential. Also, botnet 
domain knowledge coupled with out-of-the-box thinking is necessary to determine 
non-standard protocols. Cross-domain expertise is needed to identify and exploit 
weaknesses in the C&C protocol or architectures. Related fields in this case are 
communication protocol design, structured auditing as well as cryptography. 
Nevertheless, some manipulation vectors for standard protocols are well-known 
and can often be applied. 
In terms of financial expenditure, analysis and monitoring environments need to be 
designed and built. Some organizations receive up to 100,000 malware samples per 
day. An investigation for the use of standard communication protocols takes place 
within a sandbox which has a minimum analysis time of 2 minutes. This requires 
around 140 machines running in parallel. Employing some heuristics allows the 
analysis to stop early. In addition to that, machines for monitoring are needed. 
Their number depends on the number of infiltrated botnets. Examples for existing 
frameworks for monitoring botnets are [17, 29]. 
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The time required to infiltrate a botnet is difficult to estimate. A prerequisite is that 
malware samples are available for analysis. Their collection can already be a time-
consuming task, especially if server-side polymorphism is used. Gaining an in-
depth understanding of the botnet and its structures is also necessary. In case of 
standard protocols with standard manipulation vectors, a tactical takedown can be 
accomplished within minutes. The infiltration of botnets with non-standard 
protocols and the corresponding analyses can take up to several weeks, in lucky 
cases several days. 
The sustainability of botnet infiltration is typically very high, provided it is not 
pursued too aggressively. For example, the aggressive monitoring of Storm by 
researchers was obvious to the botnet operators. If manipulations are made on the 
C&C server, they can be detected most of the time. To be truly effective, sudden 
strikes are essential. 
The legal aspects of botnet infiltration still need to be investigated. From an ethical 
point of view, only the botnet’s operation is interfered with. However, third-party 
data might be obtained or manipulated as a consequence, especially if the C&C is 
hosted on a hijacked system and depending on the architecture. 

4) BGP Blackholing 
Another possibility is the redirecting of botnet-related traffic, so-called sinkholing. 
The redirected traffic can simply be discarded or analyzed further to gather more 
information about infected machines. Resources with regard to money, skills and 
cross-domain knowledge are similar to those of regular C&C server takedowns. 
The processes can mostly be fully automated. However, the existence of backup 
channels for C&C processes can be challenging. Once sufficient information about 
the botnet and its structures is available, the C&C endpoints can be inserted into 
BGP feeds within a few seconds, although their propagation can take several 
minutes. 

V. SUMMARY AND OUTLOOK 
In this paper we have discussed the resources required for setting up and taking 
down botnets. In order to structure this we have categorized botnets into three 
groups: completely open-source botnets or those that use open-source components, 
construction kit-based botnets which are normally for sale, and specialized botnets 
tailored to a very specific task. 
In general, kit-based botnets are the easiest to setup and operate since they were 
designed with user-friendliness in mind. When setting up an open-source botnet, 
basic software development skills are required which can be obtained in a matter of 
hours or days. Challenges can often be overcome by taking advantage of 
community support. This community support is missing for specialized botnets, 
often due to secrecy requirements. 
Classical countermeasures are often inadequate when faced with intricate botnet 
structures and protocols. Proactive countermeasures are much better suited to deal 
with the botnet threat. Sufficient funds, time and development expertise in the area 
of malware analysis and reverse engineering are the most important requirements. 
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There is an increase in the amount of the respective required resources from open-
source botnets through kit-based botnets to the specialized variants. 
Currently, botnet operators are ahead in the arms race with security researchers, the 
anti-virus industry and law enforcement agencies. The currently performed anti-
botnet activities are not as aggressive as they could be. This is partially due to lack 
of resources, the fear of legal consequences or uncoordinated efforts but also 
sometimes because of the fear of an intensifying arms race. Another reason is that 
monetary losses in the often targeted financial industry are still relatively moderate. 
However, studies show that there is a steady increase in the amounts lost due to 
credit card fraud, extortion and other botnet-related crimes. Thus, with a 
corresponding increase in funds for anti-botnet activities, it stands to reason that 
there will be more offensive botnet takedown attempts in the not-too-distant future, 
despite the fact that this would spark the feared arms race. 
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Preserving Organizational Privacy 
in Intrusion Detection Log Sharing  

 
 
 

 
 
 
 
 
Abstract- This paper presents a privacy-preserving framework for organizations that 
need to share their logs of intrusion detection systems with a centralized intrusion log 
management center. This centralized center may be an outsourced company that 
provides an intrusion detection management service to organizations or a system of the 
National Computer Emergency Response Team that probes the attacks targeting 
organizations that have critical information systems. For reasons of ensuring privacy, 
we adopt the notion of l-Diversity in the course of collecting intrusion logs from 
organizations. Within our framework, an organization ensures the people in the center 
cannot discern the exact origin of any intrusion log among the other l-1 organizations. 
Also, it is not possible to precisely identify the classification type of an intrusion log 
from among other l-1 types. Within this framework, the intrusion log management 
center can analyze the anonymous data, since the proposed privacy preserving solution 
creates little information loss. If required, it sends an alarm to the appropriate 
organization within a reasonable time. The center has the option of publishing useful 
information security statistics about specific organizations or about the whole 
ecosystem by using the privacy preserved intrusion logs. 

Keywords: privacy preserving framework, intrusion detection, log sharing 
 

I. INTRODUCTION 
It is known that hackers share information with each other in order to attack 
victims. In underground communities, zero day vulnerability information, target 
victim information, stolen credit card numbers, bots, spam mail lists, attack tools, 
etc. are shared or sold easily. On the other hand, system managers, who strive to 
defend their systems against hackers, need to share related materials about 
defensive tools, methods and information. The defensive experience of an 
organization can easily be transferred to others by sharing intrusion detection 
system logs. 
 
It is common that most of the organizations somehow use intrusion detection 
systems to detect attacks against their systems. These systems do not always 
produce useful outputs. In particular, the elimination of false positive alarms 
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requires labor intensive work. An information security expert has to choose the set 
of attack signatures that are appropriate for his system and eliminate false positive 
alarms.  However, most organizations cannot reserve staff for this task due to a 
lack of specialized technical personnel or due to a lack of budgetary funding. 
Under these circumstances, the outsourcing of intrusion log analysis could be a 
good alternative. 
Nowadays, National Computer Emergency Response Teams (NCERT) are 
determining ways to perform proactive nationwide security countermeasures in 
order to detect and prevent cyber attacks targeted at national critical information 
infrastructures. These infrastructures generally belong to different organizations. 
NCERTs try to determine ways to centrally probe them. Probing aims to deduce 
the overall threat state of each organization and determine the overall threat level 
of the country. For this aim, a distributed intrusion detection system has to be setup 
and managed. Moreover, collected intrusion logs have to be centrally stored and 
analyzed. 
In the above both cases, there is a need for a central intrusion log management 
office (CILMO) to store logs of different organizations centrally, analyze them, 
detect attacks, send alarms to organizations and generates statistics for determining 
nationwide threat levels. 
The primary obstacle in forming a CILMO is the privacy concerns of 
organizations. Intrusion logs contain valuable information about organizations, 
such as detailed knowledge of targeted information assets, attack times, types of 
attacks, results of attacks, etc. Organizations are reluctant to share intrusion logs 
due to two main reasons. First, they do not fully trust the personnel of CILMO, 
because administrators of CILMO may intentionally misuse their attack 
information. The second reason may be the lack of appropriate security and 
privacy countermeasures, which have to be applied to the intrusion logs during 
their transmission, processing and storage. Without solving these security and 
privacy problems, organizations generally do not wish to send their intrusion logs 
to a CILMO, even though it may have been set up by a NCERT team. 
Organizations are confronted with the dilemma between privacy risks and the 
benefits of sharing intrusion logs. Therefore, one has to deal with the trade-off 
between privacy and information loss, according to the needs of organizations. 
In this paper, a privacy-preserving framework based on l-diversity is presented for 
intrusion log sharing. This notion guarantees that the exact classification type of an 
intrusion log cannot be identified among other l-1 types. Also, privacy schema 
enables us to hide the source organization of the intrusion log among l-1 
organizations. Through the collection of privacy-preserved intrusion logs, this 
framework enables CILMOs to perform detailed security analysis of organizations, 
draw conclusions about the general security status of organization categories and 
prepare a warning mechanism. 
The general structure of the paper is as follows: Section II gives some background 
information and introduces the threat and network model. Section III details the 
proposed anonymization method. Section IV gives the results of experiments 
performed in evaluation of the proposed method. Section V concludes the paper. 
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II. MOTIVATION AND BACKGROUND 

A. k-Anonymity and l-diversity 
Privacy problem cannot be easily solved by merely removing identity information 
(name, social security number, etc.) from the records of individuals. Data fields 
called quasi-identifiers may be used to identify a person by using external 
information sources. This attack technique is called “Re-identification attack” [1] 
or “record linkage” [2]. For example, in a hospital database, address, sex or other 
attributes can precisely identify an individual. k-Anonymity [1], which is defined 
as being not identifiable of an individual within a set of k-1 individuals, is used as a 
privacy criterion in order to make data resistant to re-identification attacks. k-
Anonymity generalizes or suppresses quasi-identifiers of data records so that an 
individual cannot be differentiated between other records of k-1 individuals by 
using those quasi-identifiers. 
It has been shown that without finding the exact owner of a record, if sensitive 
attribute exists in a record, it may be possible to identify the sensitive attribute of 
an individual in some circumstances by an attack called an “attribute linkage 
attack'' [2]. Sensitive attribute includes information such as the health of a patient 
in a hospital database. In order to prevent this problem, k-anonymity notion 
extended in some studies. Machanavajjhala et. al. extended k-anonymity with a l-
diversity notion in order to cover these attacks [3]. In addition to l-diversity notion, 
p-sensitivity and t-closeness notions are proposed [4], [5]. 

B. Threat and Network Model  
In our study, organizations send their intrusion logs to a trusted party. In a realistic 
scenario, a trusted party may be an Internet service provider (ISP). Normally, all 
the network traffic between the Internet and organizations is managed by ISPs. 
Organizations legally protect themselves against the possible malicious activities 
of ISP administrators by service level agreements, which include non-disclosure 
and security protection terms. ISPs can be presumed to be trusted parties due to 
these agreements. 
A sample system topology for the proposed privacy framework is given in Figure 
1. A trusted party anonymizes intrusion logs, strips off the destination IP 
information of a log and appends a destination tag instead of the destination IP, 
which only represents the source organization. Target Service, source IP and 
detection time attributes are classified as quasi-identifiers and intrusion 
classification is accepted as sensitive attribute. According to this attribute 
classification, our anonymization method provides the prevention of record and 
attribute disclosure by providing l-diversity property of intrusion logs. 
 
It is assumed that in each log originating from organizations, pre-exploitation, 
exploitation and post-exploitation activities are correlated and one log entry is 
created for each attack. If one attack targets the many servers of an organization, 
only one log entry is produced by IDS. 
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Figure 1.  Figure 1. System Topology for Privacy Framework 

C. Related Work 
Some organizations implement intrusion log collection systems for determining the 
general security level of the Internet. Deepsight Threat Management System [6], 
which is managed by Symantec, gives information to its customers about emerging 
threats, vulnerabilities, risks, etc. The system does not use any anonymization 
method during data collection. Internet storm center, which is implemented by 
SANS [7], collects intrusion detection system and firewall logs from volunteer 
organizations producing general analysis results for the public, and creates 
customized warning information for organizations. They just simply remove the 
identifying parts of intrusion data by masking the destination IP of logs. 
There are studies about anonymzing the IP address of network logs. In a basic 
solution, actual IP addresses are replaced by a randomly selected IP addresses 
according to a permutation function. New random IP addresses do not even contain 
the sub-net information. 
Truncation is another anonymization method that converts a fixed number of the 
least significant bits of an IP address to zero. This means that the remaining 
information can show only the subnet or network class information of IP addresses. 
From anonymized data, anyone can deduce the subnet information but cannot 
determine whether logs belong to a particular subnet. 
In prefix-preserving pseudonymization, which is adapted in TCPdriv [8], IP 
addresses are mapped to pseudorandom anonymized IP addresses by an 
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anonymization function that uses common tables. Reference [9] proposed a prefix-
preserving pseudonymization method, Crypto-PAn, which works consistently in 
multiple traces by using a shared key. Crypto-PAn is re-implemented in Java for 
the anonymization of Netflow logs [10]. The anonymization of all fields of 
Netflow and syslog data for sharing them with managed security service providers 
is performed in [11]. 

III. PROPOSED ANONYMIZATION METHOD L-ACM 
k-ACM (k-Anonymous Clustering Method) is proposed in [12], which k-
anonymizes the data by using the hierarchical bottom-up clustering method. This 
method is applied for the anonymization of collected data in wireless sensor 
networks [12], [13]. In this paper, k-ACM is modified for the anonymization of 
intrusion logs in order to make them l-diversity. The proposed method is referred 
to as the l-diversity Anonymous Clustering Method (l-ACM). 
Subsection III.A explains how the collected information is represented in our 
proposed method. In Subsection III.B, distance metric, which is used in the 
clustering process, is described. Subsection III.C presents details on the bottom-up 
clustering process, which is the core of the proposed method. 

A. Data Representation 
l-ACM uses the data representation model used in [12], [13]. This subsection 
describes the details of this model. Suppose input data is a table T with m 
attributes, r records. Tij  represents the j’th attribute of the i’th record where  {i : 1 
≤ i ≤ r} and {j : 1 ≤ j ≤ m }. Table T is represented by a set of bit strings B, where 
Bij is a bit string representation of j’th attribute of i’th record. The k’th bit of Bij is 
shown as Bij(k). 
Suppose that the j’th attribute of a table is categorical and there are dj distinct 
values. These values are indexed by k and shown as Vj(k) where { k : 1 ≤ k ≤ dj }. 
The bit string of this categorical attribute has a size of dj and is formed as follows:  
 

If Tij = Vj(k) then Bij(k) = 1 else Bij(k) = 0 as k : 0 ≤ k ≤ dj , 
 

If the attribute is numerical, the range of the attribute is divided into equal-sized 
intervals and each interval constitutes a categoric value. 

B. Information Loss Metric 
In order to evaluate the quality of data, l-ACM uses the information loss metric of 
k-ACM [12]. This metric basically uses the entropy concept of the information 
theory [14]. Information loss is quantified by the difference of entropies between 
the l-diversified data and the original data. 
Assume that input data, T, has r records and m attributes. B is the bit string 
representation of data set, T. C is the random variable that gets the probability 
value of an attribute value in a l-diversified data entry, which is the actual attribute 
value in the original data. B is normalized by the number of bits that have 
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value “1” (from here on we use “true bit” to refer to a bit that has the value “1”). 
Normalized version forms data set B .  
Information loss of a data table T, IL(T), is equal to the conditional entropy, 

)|( BCH . Here, the conditional entropy gives the uncertainty about the prediction 
of the original attribute values of a record when we have the knowledge of 
corresponding l-diversified bit strings of that record. The original data has only one 
true bit. Anonymization increases the number of true bits. Each true bit actually 
represents the possible original attribute value. As the number of true bits 
increases, disorder of the data increases because it is harder to predict which one of 
them is the original true bit. Conditional entropy )|( BCH , which is equal to the 
information loss of table T, IL(T), can be determined as follows: 
 

)|(log
}..1{

)|()(

)|()()|()(

ij
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In Eqs. (1), it is assumed that each attribute is converted to bit strings of the size z. 
This means that all categorical attributes have z distinct attribute values and all 
numerical attributes have z number of interval ranges. Also, it is assumed that all 
k’s, where the equalities of 0)|( ijBkCp  are true, are excluded from the 
summation. C random variable can take values from the set {1..z}. Actually, B  is 
calculated for determining the value of this random variable. 
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k
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In Eqs. (2), it is assumed that each record has equal probability to be chosen and 
each attribute of record has the same probability. Therefore, the probability mass 
function of the j’th attribute of the i’th record, )( ijBp  is calculated as 

rmijBp .1)( . Eqs (1) can be rewritten as follows: 
 

BijB zk

k
ijBk

ijB
rm

TIL
..1

)log(.
.

1)(                 (3) 

 
Suppose that F is the array that contains the number of true bits of the bit string 
array B. The total number of true bits in ijB  is ijF  . The total number of 

elements in )(kijB that have the value of  1/Fji is equal to Fji, and the rest are zero. 
Therefore, the second sum operation of Eqs. (3) yields the value, logl/Fji. The 
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simplest equation for the information loss of data table T, IL(T), can be calculated 
as follows: 

FijF ijF
rmFijF ijF

rm
TIL )log(
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1

1log
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1
)(

            (4) 

C. Bottom-up Hierarchical Clustering Process 
Method bases on forming clusters of input vectors iteratively. Each cluster 
numerated as Cl

j in each epoch, l, contains a number of input vectors, Nl
j, and a 

representative vector, Rl
j where j is the index number of cluster. Suppose that the 

kth data item of the representative vector is denoted as Rl
j[k]. The representative 

vector is actually the anonymized output of input vectors belonging to the cluster 
that is formed by generalization operations of some data parts of vectors. 
 
The hierarchical clustering process begins with the assumption that each input 
vector constitutes a separate cluster and that vector is also a representative vector 
of the cluster. In each epoch, by using the information loss metric described in 
Section III.B, distances between each cluster are calculated. The distance between 
any two clusters is actually equal to the information loss that may occur if both 
clusters are merged.  
 
The two clusters that have the smallest distance, e.g. clusters Cl

s and Cl
t, are chosen 

for merging. The new bigger cluster, 1l
uC which contains the vector items of both 

clusters, is formed and the former two clusters are deleted. 1l
u

N  is equal to the 

sum of l
sN and l

tN  . Anonymization is performed by generalization. kl
uR 1 is 

equal to the XOR of kl
sR and kl

tR . 

l-ACM keeps on clustering iterations up to the point where each cluster contains a 
record set that has distinct l sensitive attribute values and l different sets of quasi-
identifier attributes. Representative vectors of remaining clusters form the l 
diversified outputs. 
A target organization can be considered as an identifier of an intrusion log. In our 
case, CILMO needs the names of the target organizations in order to perform the 
required security analysis tasks. The names of the target organizations are 
transferred to CILMO in such a way so that nobody can deduce the name of the 
exact organization of an intrusion log among the l-1 organizations. 
The same organization may send many intrusion logs to CILMO. If one anonymity 
set produced by l-ACM has many intrusion logs of the same organization, this 
situation may violate l-diversity property. Therefore, l-ACM guarantees that each 

127



record in each cluster has to belong to a different organization. Suppose that n is 
the number of records. The set of all target organizations is represented as {O1, O2, 

..., On}. Assume that all records have m different sensitive attribute values where m 
> l and these attributes values are { S1, S2, ..., Sm }. The data sent to CILMO can be 
shown as {O1, O2, ..., On}, Ri ,{ S1, S2, ..., Sm }. 
A running example of l-ACM is shown in TABLE I and TABLE II. Assume that each 
destination IP belongs to a different organization. The destination IP of the 
intrusion log is replaced with the name of the organization during anonymization. 
The trusted party gathers the original data shown in TABLE I, produces three 
clusters that each have two elements and makes the data 2-diversified. Each row in 
this table represents one cluster. All the attributes are converted to sets of distinct 
attribute values. l-ACM guarantees that in the destination organization attribute, 
two distinct organization names exist and the classification attribute consists of a 
set that has two different classification values. Since the source IP, time and 
destination port attributes are chosen quasi-identifiers, l-ACM tries to minimize the 
number of distinct attribute values of these attributes in anonymized output. 
 

TABLE I. AN EXAMPLE OF THE ANONYMIZATION OF INTRUSION LOGS – ORIGINAL DATA 
  

Dst IP Src IP Time Dst Srv Classification 
201.2.1.10  195.100.4.4  11:00  53  DNS Zone Transfer 
223.23.5.4  195.100.4.4  11:30  8080  WEB IIS ISAPI 
212.125.12.12  198.166.3.3  11:40  3372  DoS MSDTC 
222.19.1.103  190.67.30.3  11:45   1543   NETBIOS SMB 
208.234.3.105  199.201.45.56  11:55  80 WEB-COLDFUSION 
200.188.5.17  191.34.32.1  12:05  1548  DOS IGMP 

 
TABLE II. AN EXAMPLE OF THE ANONYMIZATION OF INTRUSION LOGS – 2-DIVERSIFIED DATA 

  
Dst IP Src IP Time Dst Srv Classification 
 { O1, O2} {195.100.4.4}   {11:00, 

11:30}   
{8080, 53}   {DNS Zone Transfer,  

WEB IIS ISAPI} 
{ O3, O4} {198.166.3.3, 

190.67.30.3}   
{11:40, 
11:45} 

{1543, 
3372} 

{DoS MSDTC, NETBIOS SMB} 

{ O5, O6} {199.201.45.56, 
191.34.32.1} 

{11:55, 
12:05} 

{80, 1548} {WEB-COLDFUSION,  
DOS IGMP} 

 

D. Warning Mechanism 
CILMO may need to warn organizations about a very critical intrusion. Likewise, 
if the proposed anonymization method is used in intrusion log sharing, CILMO 
does not know the exact intrusion classification for the exact originator. It only 
knows that a set of organization corresponds to a set of intrusion classification 
values. CILMO may be interested in one intrusion classification among these 
values. If it is assumed that the trusted party does not store any information 
including the mappings of original data with anonymous data, the warning can be 
performed by only distributing it to each IDS management server of all candidate 
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organizations. The details of the warning mechanism are described through an 
example in Figure 2. Each organization sends their logs, which are labelled as r1 , 
r2 , .., r6  to the trusted party (TP), in step 1. TP anonymizes the data according to 2-
diversity criteria and sends the anonymous outputs a1 , a2 , a3  to CILMO in step 2. 
Assume that CILMO decided to warn the organizations about the DNS Zone 
Transfer attack due to its seriousness. Assume that r1   has this classification type. 
CILMO chooses the anonymous record (a1) which has this attack type from the set 
of classification attributes. CILMO creates w1 from a1 by stripping off all 
organization attributes and all classification information except “DNS Zone 
Transfer” and sends w1 to IDS management servers of organization 1 (O1) and 
organization 2 (O2) in steps 3 and 4. In step 5, O1 and O2 query whether an 
intrusion log exists about the profile given in w1 and determine whether the 
corresponding warning is related with their organization. 
A drawback of this mechanism is that the organization O2, which decides the 
warning, does not belong to itself in the above example. It also receives the profile 
information of the intrusion that occurred for O1 without knowing the targeted 
organization is O1.  
If the trusted party is allowed to store mapping information between original data 
and anonymous output, after deciding the warning message, CILMO sends w1 to 
TP. TP finds the exact intrusion log record that matches with w1, deduces that it is 
r1 and relays r1 to O1. In this method, an organization does not learn anything about 
the intrusion logs of other organizations. The warning is sent directly to the owner 
organization of the intrusion log. 

IV. PERFORMANCE EVALUATION OF L-ACM 
In this part, the performance of l-ACM is evaluated in terms of information loss 
and the average response time of intrusion log records. The average response time, 
Tavg , shows the average amount of times between the generation of the log at the 
owner organization and the arrival of the corresponding warning to that 
organization from CILMO.  
In our experiments, each organization generates an intrusion log in a such a way 
that all the attributes of logs are formed using uniform distribution. The log 

generation time for ith log record is represented as i
gt . Log generation rate, lgr, 

which is the number of produced logs per minute, is a predetermined parameter 
that adjusts the speed of log generation. It is assumed that each organization uses 
the same log generation rate. All log records generated in one minute are collected 
at the organization site and they are sent to CILMO at the end of that minute. 

Therefore,  
thi log record waits 60 - i

gt seconds at the organization site before 

being sent to CILMO. After CILMO receives the logs, the anonymization 
operations take place by using l-ACM. Anonymization is completed in several 
steps. In each step, the data set that includes only one record from each 
organization is chosen among the received logs and they are anonymized. 
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Otherwise, if we include more than one record from each organization, an 
anonymity set may contain more than one record belonging to same organization, 
which violates l-diversity property. The restriction of one record from the same 
organization actually means that the number of steps needed for completion of 
anonymization is numerically equal to the log generation rate. The duration of the  

thm anonymization step is represented as m
at . 

 

 
 

Figure 2.  Figure 2. Warning Mechanism with the requirement that trusted party does not store any 
information 

In l-ACM, we use a record selection method for preparing the input data of each 
anonymization step. Our method chooses an initial record from the first 
organization. For each other organization, the logs of an organization are compared 
with the record of the first organization and the one that bears the most similarity 
is chosen as an input record in that step. 
Anonymized outputs are analyzed by CILMO. If analysis results require the 
sending of a warning to the appropriate organization, warnings are sent by using 
one of the methods given in Section III.D. In performance calculations, a 
parameter called log analysis time, tl, is used for the log analysis of one log record 
at CILMO. Warnings are sent after this analysis time has passed. 
The transmission time needed for transferring one log record from the organization 
to CILMO and the time for transferring one warning to the organization is 

represented as rt . In average response time calculations, we assume that for each 

log record, CILMO sends a warning message. The average response time for a log 
record is calculated as given in Eqs. (5). We assume that the total number of the 
input record is n. 
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The effects of changes in parameter l and lgr with respect to information loss and 
response time performances of l-ACM, are investigated via simulations. 
Experiments are performed in a laptop that has 1.20 GHz CPU and 2GB RAM. 
Intrusion data is synthetically generated. A java implementation is developed for 
data generation, the application of l-ACM and evaluating the results. 

k-ACM calculates the information loss according to Eqs. (4). In this formula, ijF  

is the total number of bits that have the value of ‘1’ for the ith record of jth 
attribute. On the other side, l-ACM produces anonymized output with an attribute 
value sets instead of bit strings. Therefore, l-ACM uses the size of the attribute 

value set (which means the number of distinct elements in the set) instead of ijF  . 

There are 100 distinct attackers in the network. The number of distinct values for 
intrusion classification is 15 and the number of slots for time value is 100. There 
are 10 distinct destination services in the data set. According to these parameters, 
maximum information loss is calculated as 5.54 via the help of Equation 4. 
The effects of lgr and l values on information loss results is given in Figure 3. In 
these experiments, the number of organizations that send their logs to CILMO is 
fixed to 500. As shown in Figure 3, increase in lgr does not affect information loss 
values for each l value. The effects of lgr and l values on average response time are 
given in Figure 4. In this experiment, number of organizations is also fixed to 500. 
It is observed that the average response time increases as lgr increases for each l 
values. There is a linear relationship between the average response time and lgr 
values. Since lgr also determines the number of anonymization steps performed at 
CILMO, an increase in the number of steps increases the time for anonymization 
operations. For the same lgr, we get higher than average response time values for 
higher l values due to the need for much more processing in hierarchical 
clusterings. 
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Figure 3.  Figure 3. Effects of lgr and l on Information Loss 

 
Figure 4.  Figure 4. Effects of lgr and l on Average Response Time 

Effects of the changes in the number of organizations are analyzed. Figure 5 shows 
the effects of organization number to information loss. Figure 6 analyzes the 
average response time results of l-ACM with a different number of organizations. 
In these experiments, the l and lgr values are fixed to 5 and 8 respectively. 
From Figure 5, it is deduced that the information loss value decreases as the 
number of organizations increases. Since, anonymization is performed among 
bigger sets of log records in higher organization numbers; l-ACM has the 
possibility to find more similar records during hierarchical clustering. However, 
the decrease is very small according to experimental results. 
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Figure 6 shows that a higher number of organizations cause higher response times. 
There exists an exponential increase in response times. An increase in the number 
of organizations means higher number records are given as an input to l-ACM in 
each anonymization step. 
 

 
Figure 5.  Figure 5. Effects of Organization Number on Information Loss 

 
Figure 6.  Figure 6. Effects of Organization Number on Average Response Time 
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V. CONCLUSION 
In this paper, the privacy preserving framework is proposed for the collection of 
intrusion logs from different organizations through a central intrusion log 
management office. This office is tasked for determining the overall security 
posture of the whole organization ecosystem, the designation of the security status 
of monitored organizations, and it gives feedback or warnings to organizations 
about critical intrusions. The privacy threat model states that the collected log has 
to have l-diversity property. This means, any administrator of the central office 
cannot deduce the exact classification type of intrusion log among the l 
classification types. l-ACM (l-Diversity Anonymous Clustering Method), is 
proposed for this purpose. Different warning mechanisms are presented according 
to the security requirement on whether trusted parties are allowed to temporarily 
store network traffic. 
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Abstract- The emergence of new technologies and services as well as trillions of devices 
and petabytes of data to be processed and transferred in the Internet of the Future 
mean that we have to deal with new threats and vulnerabilities, in addition to handle 
the remaining old ones. Together with the rise of Cyber Warfare and the resulting 
impact on the environment means that we have to bring intelligence back to the 
network. Consequently, effective Cyber Defence will be more and more important. In 
this paper we will show that the proposed requirements for an Early Warning System 
are a main part of future Cyber Defence. Special attention is given on the challenges 
associated to the generation of early warning systems for future attacks on the Internet 
of the Future. The term Cyber War is used frequently but unfortunately with different 
intends. Therefore, we start with a definition of the term Cyber War focusing on 
security aspects related to the Internet of the Future, followed by an exemplification of 
a Cyber War, of its implications and the challenges associated to it. Then we proceed 
with an analysis of state of the art recent work that has been proposed on the topic. 
Additionally the weaknesses of these analyzed systems and approaches are presented. 
Finally we propose guidelines and requirements for future work which will be needed 
to implement a next generation early warning system for securing the Internet of the 
Future. 

Keywords: Cyber Defence, Cyber Warfare, Internet of the Future, Early Warning 
System 

I. INTRODUCTION 
Although it is not exactly known how the Internet of the Future will look like, 
some challenges are quite obvious. Cloud computing allows that data and services 
are provided somewhere in the network; the Internet of Things indicates an 
enormous amount of devices to be managed as well as data to be processed; 
privacy requires that a high amount of packets (payload) needs to be encrypted; 
Security management demands to develop concepts to assure trustworthiness and 
manage the security capabilities consistently according agreed security policies in 
the future.  
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Not only the Internet will change significantly, also attacks on the Internet will 
change dramatically. In the last years Cyber Attacks became more and more visible 
[1]. It’s generally acknowledged that the amount of these Cyber Attacks will 
continue to increase. Beside of the number of attacks also the impact of future 
Cyber Attacks are more harmful. Over the past few years more and more mission 
critical devices like critical infrastructures [2] are accessible within the Internet and 
the people behind the attacks are more skilled then before. Of these people a huge 
amount is professional trained on Cyber Warfare, like the U.S. Cyber Command. 
It’s not surprising that many nations establish cyber commands because future acts 
of war will also have an impact on the Internet. Warfare is shifting more and more 
from the traditional battlefield into the digital battlefield. Consequently, Cyber 
Defence is essential for every nation. Due to the distributed nature of the Internet a 
Cyber Attack will almost never attack only one nation. Therefore, a cooperative 
defence strategy is needed to thwart the impact of the attack. 
Traditionally Internet providers are using Early Warning Systems (EWS) to protect 
themselves against and quickly react on certain Cyber Attacks. Due to a new level 
of cyber threats we need an improved EWS architecture with the requirement not 
to be limited to the borders of different providers, based on traditional packet 
inspection, but to gather, analyze and correlate available (network) data (e.g. 
flows) to detect, analyze and react to threat patterns in near real time. This includes 
the development of completely new approaches such as the development of virtual 
sensors, sophisticated correlation of data, new reasoning models for network 
behavior analysis, learning algorithms as well as concepts to deal with scalability, 
dependability and resilience, especially in IPv6 networks. 

II. DEFINITION OF TERMS 
Before going deeper into descriptions about principles and patterns of Cyber Wars, 
we define the terms used within this publication. In comparison to kinetic warfare, 
which we define as warfare practiced in the “real world” by all the tanks, ships, 
planes and soldiers of current militarizes, we like to define Cyber Warfare based on 
the two definitions of John Arquilla/David Ronfeldt [3] and Richard A. 
Clarke/Robert Knake [4] as follows:  
Cyber Warfare is the unauthorized conducting of a penetration - including the 
preparation - by, on behalf of, or in support of, a government into another 
nations’s computer or network, or any other activity affecting a computer system, 
in which the purpose is to add, alter, falsify or delete data, or cause the disruption 
of or damage to a computer or network, or the objects a computer system controls 
(such as SCADA-systems “supervisory control and data acquisition”). 
In contrast to classical Cyber Attacks, where the intentions are almost similarly, the 
implications of a Cyber War are highly relevant, because attacking a nation - and 
in consequence attacking the critical infrastructure of a nation - creates a higher 
impact and is most likely not limited to the borderline of that nation.  
Following the ideas of Clausewitz on war [5] (who saw the war primarily as a 
clash between nations) the sophisticated threat level of Cyber War is not 
individuals or companies, it is one or more nations. 

136



III. DEFINITION OF TERMS 

A. Motivation 
For a better understanding of the concepts of Cyber Wars and the connection to our 
topic, we like to quickly illustrate the Cyber Assault against Estonia in 2007 [6], 
[7], [8]. During the night of 26 April to 27 April 2007, now known as Bronze 
Night, riots broke out in the Estonian capital Tallinn after the Estonian government 
moved the Bronze Soldier - a memorial statue honoring Soviet World War II war 
dead - from the central square of Tallinn, to a cemetery on the city’s outskirts. The 
move also ignited nationalist responses in the Moscow media. Simultaneously, the 
conflict moved into cyberspace. 
The attacks began on April 27. On Russian language Internet forums, Estonian 
officials say, instructions were posted on how to disable government Web sites by 
overwhelming them with traffic, a tactic known as a denial of service attack. Most 
of the attacks were Internet Control Message Protocol (ICMP) floods lasting 10 
hours or more. The Web sites of the Estonian president, the prime minister, 
Parliament and government ministries were quickly swamped with traffic, shutting 
them down. Hackers defaced other sites, putting, for instance, a Hitler mustache on 
the picture of Prime Minister Andrus Ansip on his political party’s Web site. The 
assault continued through the weekend. 
By April 30, new targets, including media Web sites, came under attack from 
electronic cudgels known as botnets. Roughly 1 million unwitting computers 
worldwide were employed. Officials said they traced bots to countries as dissimilar 
as the United States, China, Vietnam, Egypt and Peru. 
By May 1, Estonian Internet service providers had come under sustained attack. 
On May 9 a new wave of attacks began at midnight Moscow time. By his account, 
4 million packets of data per second, every second for 24 hours, bombarded a host 
of targets that day. 
By May 10, bots were probing for weaknesses in Estonian banks and especially in 
credit-card verification systems. They forced Estonia’s largest bank to shut down 
online services for all customers for an hour and a half. 
In the end, Estonia was unable to effectively counter the attack. It cut its Internet 
connections to the outside world so that people within Estonia could continue to 
use their conventional services. 

B. Patterns of a Cyber War  
Although other Cyber Wars, like for instance the so called Cyber War 2.0 (Russia 
vs. Georgia), differ in detail (first and foremost by the correlation between Cyber 
War and traditional “Kinetic War”; “standalone Cyber War” in Web War 1 vs. 
Cyber War parallel to Kinetic War at Cyber War 2.0 1), the following general 
patterns of a Cyber War can be identified: 

1) Cyber Espionage 
First in every war - as Sun Tzu puts it - ‘you need to know your enemy and 
yourself’. Long before the actual Cyber Attack, usually done through a long period 
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of time, you need to obtain as many secrets as possible from your opponent (for 
example done with social network analysis, sniffering, conventional spies etc.). 
With regard to Cyber War in Estonia, the attackers need to know potential targets 
(like for instance the web address of the Parliament and government, important 
Estonian banks and their credit-card verification systems etc.). 

2) Preparation of the battlefield 
Still within peacetime and after you know your opponents strength and 
weaknesses, it’s time to prepare the battlefield. Once you made the decision, to go 
on war (even if you need to do it only potentionally), it’s time to bring the troops in 
a good initial setting. In the case of Cyber War it’s also time to choose new 
weapons. This usually comprises not only port-scans, placement of logic bombs or 
trapdoors etc. but also new kinds of weapons. Stuxnet is a good example for these 
new and highly specialized weapons targeting on specific industrial equipment [9]. 
Concerning the example above, attackers need to (i) know the versions of the web-
servers and potential exploits in order to do the defacing of the web-site (ii) have 
the ability to use a Botnet during the war-time or (iii) know weaknesses in Estonian 
banks and credit-card verification systems etc. 

3) Cyber Attack 
Now it’s time for the “hot Cyber War”. Like in traditional, kinetic wars, strategy 
and especially the timing can be crucial. A good timing will obviously have a 
positive effect on the attack results. The defender will always try to limited attack 
opportunities and thus defend attacked services with the aim to finally win the 
Cyber War. This goal is hard to achieve since quick results are difficult to 
accomplish. The defender will try to win time thus the attacker has to consume 
more and more resources to continue his Cyber War attack. 
In terms of our example, the first targets were governmental Web sites, followed 
by online news portals and ISPs and finally financial services. In the end Estonia 
had to cut down their Internet access to the rest of the world. This extreme action 
which was needed to defend the Cyber Attack shows that such an attack may have 
an extreme impact on the Internet connectivity of a whole region. 
Several defence actions are possible, in the next section will discuss these defence 
opportunities. 

IV. CYBER DEFENCE 
When it goes to defence, one of the basic cornerstones, before making a decision, 
especially when it goes to distributed collaboration, is the situational awareness. 
The term situational awareness is used frequently in computer science, further we 
will use the following definition: 
“The perception of the elements in the environment within a volume of time and 
space, the comprehensions of their meaning, and the projection of their status in 
the near future” [10], [11]. 
In analogy to chess: Before you can perform a reasonable turn, you need to know 
the position of (preferably) all chessmen. Without a clear understanding of the 
current situation, you are not able to choose the winning strategy. 
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With regard to Cyber War, situational awareness gives answers to questions like: 
 Is a Cyber War taking place right now/about do begin (when?) 

 Who is attacking? 

 What is being attacked? 

 What kinds of methods are used for the attack? 

 etc. 

The sooner an attack (or the intention of an attack) is detected, the better are the 
defence instruments (more time to identify the real attacker, less systems affected, 
less blurred traces ...). But to achieve situational awareness in the area of Cyber 
War is not as easy as it sounds. Up to now, detecting whether a nation is engaging 
in Cyber Espionage (step 1) or Preparing the battlefield (step 2) is close to 
impossible (mainly because of the long period of time in which the actions are 
taken) [4]. Even within the third step, the Cyber Attack, simple things like attack 
paths or the actual attackers are hardly recognized or identified. Situational 
awareness in the field of Cyber War is still not sufficiently solved and an open 
research problem.  
Referring to this, John Arquilla has argued that: 
Cyber War is like Carl Sandburg’s fog. It comes in on little cat feet, and it’s hardly 
noticed. [12]. 
It’s time to close this gap. We need to be able to inform of a future danger in order 
to prepare for the danger and act accordingly to mitigate or avoid it. That’s why so-
called EWS are - especially in the field of Cyber Defence - of very high 
importance. 

V. IMPORTANCE OF EARLY WARNING SYSTEMS ON CYBER 

DEFENCE 
The increasing importance of EWS is manifested in the enormous number of 
various research initiatives around the world such as GENI and FIND in USA, 
FIRE, OneLab, AutoI in Europe, NWGN in Japan, and FIF in Korea. Trillions of 
devices, petabytes of data, gigabytes of transfer speed, payload of packets 
encrypted, IPv6 as well as the virtualization of services and data impose high 
requirements on developing a proactive action of the Internet of the Future. Key 
challenges in such a highly complex environment where data and services are also 
located somewhere in “clouds” are security, privacy and trust [13]. 
Traditional network-based intrusion detection or intrusion prevention approaches 
cannot cope with such challenges. The need to protect the infrastructure of the 
Internet of the Future, as well as to manage such a security infrastructure has to 
have the highest priority. As stated by ENISA (European Network and Information 
Security Agency [14]), privacy and trust in a network world are already nowadays 
the basis for using the Internet for business, communications, social networking 
etc. In the Internet of the Future, where (i) all devices communicate among each 
other, (ii) a seamless integration of networks enables the end user to “see” only 
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“one network”, (iii) the data and services are located or are provided somewhere in 
the “cloud”, security, trust and privacy is needed. As traditional approaches are not 
sufficient any more, we need something completely new to proactively protect the 
infrastructure of the Internet of the Future and manage these security mechanisms 
in a consistent manner. More precisely, it is necessary to address the following 
research issues: 
If we assume that the payload of packets will be encrypted because of privacy and 
security requirements, and also because of the huge amount of data flows, it is not 
possible to perform deep packet inspection. Therefore, the question that arises is 
what data features are exploitable for detecting an attack or a deviation from the 
normal network behavior?  
The resulting objectives are therefore: 

 An analysis and evaluation of available data (e.g. flow information, sensor 
data), according to developed evaluation criteria and with respect to the 
relevance to detect a potential attack resp. a deviation of normal behavior. 
Hereby an analysis of passive and active measurement techniques and 
possibilities is necessary in addition to the relevance of the available data. 

 Development and application of correlation techniques (e.g., temporal 
correlation, topological correlation) of various data sources, development 
and application of AI approaches. 

 Development of methods for trend analysis in risk management. 

 Modeling of network behavior, identification of the deviation from 
“normal” behavior. 

 Determine EWS data sharing. 

 Cooperative behavior, EWS have to be able to form binding commitments. 

If we assume that data and services will be located, resp. provided in “clouds”, 
then the architecture of an EWS must address this virtualization aspect. Thus, 
virtualized security architecture is needed. Although virtualization is a mainstream 
technology nowadays, it seems that security issues are often an afterthought. 
Existing security models and practices cannot be directly applied to a vastly 
different environment. Furthermore, virtualization principles could change 
drastically the way we do security, that forces to rethink how to manage these 
security items. If we assume a pervasive environment, it is necessary to develop 
and adapt machine learning techniques to cope with new challenges and the 
changing environment. 
The objectives of an EWS are (i) to protect next-generation networks by 
developing a sophisticated next-generation EWS, (ii) to develop novel 
architectures, sophisticated models for network behavioral analysis and learning 
algorithms in order to build the next-generation EWS, able to deal with specifics 
such as encrypted payload of packets, trillions of devices and petabytes of data as 
well as IPv6 networks, and (iii) to develop approaches and models to define 
“normal” behavior and anomalies, threat levels, EWS data sharing. Finally raising 
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management aspects have to be solved taking latest overall security management 
initiatives in mind [15]. 
Key elements can be summarized as follows: 

 Protect next-generation networks by developing a sophisticated next-
generation EWS 

 Develop novel architectures, sophisticated models for network behavioral 
analysis and learning algorithms in order to build the next-generation 
European EWS system, able to deal with specifics such as encrypted 
payload of packets, trillions of devices and petabytes of data as well as IPv6 
networks 

 Develop sophisticated correlation approaches to analyze, correlate and 
evaluate existing data (e.g. flow information), and to reason about threat 
levels on basis of existing data; develop novel methods of detecting 
malware-driven network beaconing and command & control channels using 
both temporal and spatial flow attributes; develop concepts of fuzzy 
searching for resilient and adaptable malware detection at various sensing 
points in the network; investigate techniques for interpreting distributed 
sensor data for broader situational awareness 

 Fundamentally improve the state-of-the-art in automated network threat 
blacklist derivation 

 Develop approaches and models to define “normal” behavior and 
anomalies, threat levels, EWS data sharing; improve the automated 
assimilation of new security advisories and early warnings 

 Improve the understanding of virtualization security (e.g., virtual sensors), 
develop new security models 

Based on the requirements, we have evaluated current approaches and in the next 
section, we give a comparison of the different technologies.  

VI. OVERVIEW OF EXISTING SYSTEMS AND APPROACHES 
Currently, two fundamental techniques are used for network-based intrusion 
detection: misuse detection and anomaly detection. 
The first one encompasses the signature based group of systems. There, the 
detection is accomplished by the definition of malicious behavior i.e. by a set of 
patterns saved in advanced and discarded in a database for example. The traffic is 
checked for the presence of a previously known pattern either by testing the whole 
packet including the payload or by simply checking the header. This is the most 
common type of intrusion detection system (IDS) and widely in use. Especially in 
an environment with very high bandwidth it is not possible to inspect the complete 
payload because of the amount of processing power needed. Some approaches try 
to overcome these restrictions by applying machine learning techniques to achieve 
a complete payload inspection with bandwidth over 1 Gbps, for example the 
project ReMIND from Fraunhofer [16].  
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Systems that are based on anomaly detection construct a behavioral model that 
describes the positive behavior, thus the types, amounts, daily traffic allocation, 
etc. of the monitored network. The detection is realized by the measurement of the 
current state of the system and the comparison to the values gained from the 
model. Therefore, machine learning techniques are used, such as expert systems, 
data mining algorithms, evolutionary algorithms, and neural networks. 
Also combinations are possible, for example the application of Evolutionary 
Algorithms in Data Mining Systems. This type of IDS is also called Network 
Behavioral Analysis (NBA). An enhancement of NBA systems is called Network 
Situation Awareness (NSA), where visualization and high-level data management 
are included to the process of network monitoring. 
The main challenges for the protection of the network and the detection of 
malicious traffic and behavior comprise among other things are data and alarm 
correlation, source determination and forensic capabilities. 
Current techniques to address these requirements are routers as honeypots, DDoS 
detection with honeypots, traffic diversion to honeyfarms, other information 
sources (like system, security and network capture/trace data), usage of protocols 
(like BGP, MPLS, Netflow, etc.), and usage of the human eye to catch anomalies. 
Due to increasing bandwidth and increasing number of services, the current 
systems are already hardly able to keep up with the development, and further 
systems will not be manageable anymore. 
In the next section we will shortly describe the work of related projects. These 
projects try to find solutions for current Internet-related problems; early warning 
systems especially focusing on security aspects of the Internet of the Future. 

A. Early Warning and Intrusion Detection based on Combined AI 
Methods 

The project Early Warning and Intrusion Detection System Based on Combined AI 
Methods (FIDeS) funded by the German Ministry of Research and Education 
(BMBF) aims at developing an advanced, intelligent assistance system for 
detecting attacks from the Internet both in local area networks and in wide area 
networks as early as possible [18]. Within the framework, widely-used Internet 
protocols such as FTP, SMTP, and HTTP shall be considered, but also newer 
protocols such as SOAP. In addition, fraudulent access in security-critical, IT-
based business processes of enterprises will be detected. Conventional IDS and in 
particular IDS for anomaly detection usually produce a high false positive rate or 
do not detect all attacks (false negatives). Complementary to anomaly-based IDS, 
the project develops an early warning system based upon using different methods 
of Artificial Intelligence (AI). This system supports a security officer in analyzing 
attacks and carrying out appropriate counter measures. Consequently, the project 
FIDeS focuses more on assistance (such as concrete instructions in case of an 
attack) rather than on mere intrusion detection. For this purpose, various AI-based 
methods are used such as declarative knowledge representation, the generation of 
explanations, and cognitive assistance. 
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B. Event Monitoring Enabling Responses to Anomalous Live 
Disturbances (EMERALD) 

The EMERALD (Event Monitoring Enabling Responses to Anomalous Live 
Disturbances) environment is a distributed scalable tool suite for tracking 
malicious activity through and across large networks [19]. EMERALD introduces 
a highly distributed, building-block approach to network surveillance, attack 
isolation, and automated response. It combines models from research in distributed 
high-volume event correlation methodologies with over a decade of intrusion 
detection research and engineering experience. The approach is novel in its use of 
highly distributed, independently tunable, surveillance and response monitors that 
are deployable polymorphically at various abstract layers in a large network.  

C. ARAKIS 
ARAKIS [20] is a nationwide, near real-time, network security event early warning 
system developed by NASK and operated by CERT Polskai [21]. The system 
consists of a central repository and distributed sensors that collect and correlate 
data from different sources including low-interaction honeypots, firewalls, anti-
virus systems and darknets. The system is oriented towards detection and 
characterization of new attacks based on the automated analysis of captured 
honeypot payloads and supporting data. Further information can be found at [21]. 

D. WOMBAT – Worldwide Observatory of Malicious Behaviors and 
Attack Threats 

WOMBAT is an European project (STREP) under the FP7 ICTWork Program 
2007–08 Objective 1.4 [22]. The project aims at providing new means to 
understand the existing and emerging threats that are targeting the Internet 
economy and the net citizens. To reach this goal, the project is structured around 
the three following main objectives: 

1) Real time gathering of a diverse set of security related raw data 

2) Data enrichment by means of various analysis techniques 

3) Threats Analysis 
 
The acquired knowledge will be shared with all interested security actors (ISPs, 
CERTs, security vendors, etc.), enabling them to make sound security investment 
decisions and to focus on the most dangerous activities first. The project also aims 
to increase the level of confidence of European citizens into the net economy. 
Project results and innovation are new data gathering tools, advanced features 
(high interaction, real-time analysis), new targets (802.11p (car-to-x), bluetooth, 
RFID, etc.), tools and techniques for characterization of malware, and malware-
based analysis and contextual analysis.  
The WOMBAT project has shown so far that the generation of good benchmarks 
for malware detection techniques is a challenging problem, especially: 
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 Amount and dynamics of nowadays malware makes the generation of an 
exhaustive sample set an almost impossible task 

 Importance of filtering samples to spot cases that could potentially lead to 
ambiguities 

 Problem of labeling: how to define whether the label assigned to a sample is 
correct? 

VII. WEAKNESSES OF THE CURRENT APPROACHES 
Although there are some components which try to monitor the status of the Internet 
and to detect new threats and network anomalies; these systems suffer from the 
following shortcomings: 

 Internet telescopes and monitoring systems strongly rely on the use of the 
dark address space. Although this is efficient for the detection of worms, 
network scans, etc., target-oriented attacks are hard to be recognized [23]. 

 Misuse detection is realized in particular by means of Deep Packet 
Inspection (DPI) and the evaluation of header information. DPI does not 
scale well with massive bandwidth levels, such as those at the Internet 
backbone [24]. 

 One of the most important sources for information is the evaluation of flow 
data. All of the systems in use strongly rely on the evaluation of sFlow 
which is a sampling technology and therefore not able to provide 100% 
accurate results [25]. 

 Early Warning Systems only evaluate logs, flows or are realized by packet 
counting [26]. 

 The inherent division between network and host-based indicators is a 
weakness of the current approaches. Currently, there is no robust system 
known that effectively correlate these disparate data streams [27]. 

 Anomaly detection is only realized in subnets and it is extremely difficult 
to profile “normal” behavior with any level of identity [24]. 

 The operation on an inhomogeneous and non-interoperable security 
infrastructure, containing stovepipe systems, and application- and task-
specific “security silos” is a shortcoming of state of the art approaches [28]. 

In the context of the Internet of the Future, the difficulties to adapt these systems 
are even worse because of the changing characteristics (illustrated in Figure 1). An 
overview of the requirements for current approaches is given in Table I. 
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FIGURE I CHALLENGES FOR FUTURE EWS TECHNOLOGIES 

TABLE I CAPABILITIES OF STATE-OF-THE-ART EWS TECHNOLOGIES 

Requirements  M
is
u
se
 

D
e
te
ct
io
n
 

A
n
o
m
al
y 

D
e
te
ct
io
n
 

N
EW

S 
p
lu
gi
n
 

[3
6
] 

A
‐E
W
S 
[1
7
] 

SA
N
S 
IS
C
 [
3
7
] 

A
TL
A
S 
th
re
at
 

in
d
e
x 
[3
8
] 

FI
D
e
S 
[1
8
] 

EM
ER

A
LD

 

[1
9
] 

A
R
A
K
IS
 [
2
0
] 

W
O
M
B
A
T 

[2
2
] 
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Sophisticated Correlation of data (X) (X) (X)    (X) 
Comprehensive Reasoning Model    

Traffic Volume Independency X X X X X X X X  (X) 
End‐System Independency X X X X X X X X  (X) 
Payload‐independent analysis (X) (X) (X)    

Safeguarding Mobile Devices    

Virtualized Environment / Clouds X    

Spontaneous Network behavior    
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Thus, the following requirements have to be fulfilled: 

 Extended Flow Handling: As proposed by CISCO Visual Networking 
Index the global mobile data traffic will increase 26-fold between 2010 and 
2015 reaching 6.3 Exabyte per month [29], [30]. Also, CISCO assumes that 
global IP traffic will exceed to about 767 Exabyte from 2009 to 2014. 
Traditional signature based approaches are not sufficient to that global IP 
traffic. Obviously, efficient signature flow solutions are needed in future 
EWS. Thus, extended flow handling is required to detect malicious traffic in 
the future [31]. 

 Sophisticated Correlation of data: Not only data collection algorithms are 
required, without data correlation an EWS will be unable to detect events. 
In future networks different data sources (internal IDS, ISP-CERT, national 
CERT, etc.) have to be analyzed with different analysis methods (signature, 
anomaly, etc.). Thus, a sophisticated correlation of data of different sources 
and methods is a requirement for an EWS [32]. 

 Comprehensive Reasoning Model: Current approaches used in intrusion 
detection systems are based on the traditional views of computer security. 
An alternative view that may provide better security systems is based on 
adopting the design principles from the natural immune systems, which in 
essence solve similar types of problems in living organisms [33]. Artificial 
immunology concepts for handling intrusion detection through approximate 
reasoning have to be used in future EWS. 

 Traffic Volume Independency & End-System Independency: 
Scalability, such as independency of data traffic is needed to sufficiently 
detect intrusions in huge computer networks. Detecting malicious network 
behavior should be independent from IP traffic generated by different end-
systems. 

 Payload-independent analysis: In future networks the amount of 
connected devices will increase dramatically [34] next to global data traffic 
[29], [30]. Payload analysis may not influence the EWS detection of 
malicious traffic. 

 Safeguarding Mobile Devices: The amount of global data traffic from 
mobile device will continue to increase significantly [30]. Future EWS have 
to be aware of mobile data traffic. 

 Virtualized Environment / Clouds: Currently the usage of cloud services 
are widely discussed, in the near future cloud services will be largely used. 
On the one hand future EWS could benefit from this concept by usage of 
cloud services on the other hand EWS have to cope with new kind of 
attacks on these new services. 

 Spontaneous Network behavior: As proposed by CISCO the number of 
mobile device will increase and therefore the proportion of ad hoc based 
traffic will increase in the following years [30], [35]. Therefore, future EWS 
have to cope with spontaneous network behavior. 
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VIII. EARLY WARNING IN THE FUTURE 
The inter-relationships and inter-dependencies between formerly stand-alone 
systems and networks are leading to complexities in the infrastructures of our 
society that have never been seen before. These complex systems and networks 
disseminate and process massive amounts of personal and business data, 
information and content in ways which are difficult to understand and control for 
users, in particular private citizens. In recent years we have witnessed a growing 
series of accidents and attacks on the Internet and on applications and databases. 
Through denial of service attacks, viruses, phishing, spyware and other malware, 
criminals disrupt service provisioning and steal personal or confidential business 
data for financial gain or other purposes. An increasingly organized and efficient 
though disruptive e-market is thus taking shape on an international scale. Although 
we do not know how the Internet of the Future will look like, some characteristics 
can be identified: 

 Layered, but augmented by a number of cross-cutting dependencies. 

 Multitude in scale compared to the current Internet, billions of entities 
including things. 

 Spontaneous and emerging behaviors and unanticipated new usages. 

 Trust, privacy and security as key components. 

 Pervasive digital environment, heterogeneous infrastructures, terminals and 
technologies. 

 User-centricity and usability is critical. 

 Enabling the “Internet of Services” and its new business models. 

 Trust, privacy and security as key components, managed according a 
common security policy. 

In respect to these characteristics the aim of our requirements is the development 
of an efficient cooperative Early Warning System for future networks. 
In the current environment of the Internet, multiple distributed and heterogeneous 
networks are connected at which no encryption is done or mostly only partial. 
Security-related cooperation between autonomous system providers is only done 
on a very marginal level. Anomaly detection, which is a very powerful instrument 
for intrusion detection, is only possible and available for subnetworks, while 
current EWS are based on the analysis of log-files, flow-information or packet 
counting. Characteristics of the Future Internet will include a virtualized 
environment, IPv6 network, continuous payload encryption, an enormous number 
of devices and data as well as a highly distributed and pervasive environment. 
Therefore, most of the current components and management approaches are not 
applicable or sufficient any longer. To overcome these shortcomings, an efficient 
EWS has to be based on a network virtualization and will implement an EWS 
based on the use of virtual sensors, new reasoning models, new developed learning 
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algorithms and a sophisticated correlation of data also taking into account security 
management aspects. 
A long-overdue EWS will help the region to avoid deliberate or inadvertent 
outages, reduce the spread of new computer malware, and ensure continuity of 
services. Furthermore, the Future Internet has no centralized control hub and its 
complexity is not bounded by geographical, political, administrative or cultural 
borders. EWSs are present in various systems and are a crucial component of 
effective risk management in enterprises and for national homeland security 
systems. An Internet-wide EWS however is still missing. 
Because of the identified characteristics of the Internet of the Future, an EWS has 
to overcome the following issues that make the use of current State-of-the-Art 
Intrusion Detection Systems impossible or disadvantageous: 

 Applicability: The persistent payload encryption blights Deep Packet 
Inspection. 

 Computational effort: High bandwidth, numerous, highly dynamic 
connections and huge amounts of data would necessitate enormous 
amounts of computational power for deploying traditional systems and 
algorithms. 

 Energy consumption: Mobile devices are becoming more and more 
important and the mobility will be one of the main characteristics of the 
Future Internet. Because of the increasing complexity of mobile 
applications, the processing capabilities of the mobile hardware and the 
endurance of the battery, it is neither possible nor desirable to set up 
sophisticated IDS on these devices. Therefore, the protection of the whole 
network from inside out is necessary and thus the intelligence has to be 
brought back to the network. 

 Novel threats: threats and attack possibilities evolving from the highly 
dynamic environment with billions of devices cannot be handled by current 
systems, are not even known today. 

IX. CONCLUSIONS 
The Internet of the Future will consist of dynamically scalable and virtualized 
resources, which will be provided by providers as a service over the Internet. Due 
to the fact that the number of “services over the Internet” will increase 
tremendously and get more and more important as new business models, the 
providers of the Internet of the Future will need to cope with new problems.  
The emergence of new technologies and services as well as trillions of devices and 
petabytes of data to be processed and transferred mean that we have to deal with 
new threats and vulnerabilities, in addition to handle the remaining old ones. They 
have to cope with attacks on their network, but their well-established Intrusion 
Detection Systems (IDS) and Early Warning Systems (EWS) will not defend them 
anymore, because the packet payload will be encrypted. As all current IDS and 
EWS installed by the providers rely on analyzing the packet payload or packet 

148



headers to proper fulfill their tasks, we need a new kind of EWS suitable for the 
needs of future computer networks. 
In this paper we have evaluated requirements needed to be fulfilled by an enhanced 
Early Warning System which is able to inform about ongoing Cyber Attacks. As 
shown in an analysis, so far no system can completely comply with the 
requirements presented. An efficient Cyber Defence is only promising if and only 
if the capabilities and the requirements are congruent as much as possible. 
Therefore, further research activities are needed in the future to build such 
enhanced EWS [39]. 
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Abstract- Today, Intrusion Detection Systems (IDS) are integral components of larger 
networks. Even so, security incidents are on a day-to-day basis: Numerous data 
leakage scandals arouse public interest in the recent past and also other attacks like 
Stuxnet are discussed in the general public. On the one side, the commercial success of 
the Internet and the possibilities to carry out attacks from a relatively safe distance 
attracts criminals and made e-Crime to a multi-billion dollar market over the past 
years. On the other side, more and more services and systems migrate to the Internet, 
for example Voice over IP (VoIP) or Video on Demand (VoD). This enables new and 
potential attack vectors. 
With the steadily increasing use of encryption technology, State-of-the-Art Intrusion- 
as well as Extrusion Detection technologies can hardly safeguard current networks to 
the full extend. Furthermore, they are not able to cope with the arising challenges of 
the fast growing network environments. 
The paper gives an overview of up-to-date security systems and investigates their 
shortcomings. Latest security-related threats and upcoming challenges are analyzed. 
In the end, requirements for a Next-Generation IDS are identified and current 
research as well as open issues are presented. 
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I. INTRODUCTION 
With the interconnection of computer systems, numerous security threats emerged. 
One of the first publications towards IDSs was a technical report in 1980 [1]. A 
first model of a real-time IDS and a prototype had been built, the Intrusion 
Detection Expert System IDES [2]. Nowadays, plenty of specialized systems exist, 
but the basic functionality can be differentiated with regard to the detection 
technique, misuse- (signature) and anomaly detection (behavior). While the former 
ones search for well-known patterns, the latter ones build a model of the normal 
network behavior and attacks can be detected by measuring significant deviation of 
the current status against the behavior expected from the model. Therefore, 
anomaly-based systems are able to detect new and yet unknown threats at the cost 
of higher false alarm rates. The placement of the system, host- or network-based, is 
another aspect. Host-based systems are able to access a wide range of system 
information, logs, etc., while network-based systems are only able to evaluate the 
network traffic. However, because of their installation at central points in the 
network, they are able to detect attacks against the whole network or distributed 
attacks, which cannot be detected by a host-based analysis. 
Other attributes can be used for a more precise classification, like time-based 
constraints or the degree of interoperability (e.g., [3, 4]). 
Today, well-known attacks or new threats like a worm propagation can be detected 
and obstructed. Anyway, all systems suffer from important real-world problems. 
Even more, the current technology trends tighten this situation: Yet available 
systems will not be able to cope with challenges like encryption or increasing 
bandwidth. 
The further paper is organized as follows: In Section 2, a brief overview of the 
evolution of security threats is given. Section 3 presents State-of-the-Art security 
systems and research and points out their most important shortcomings. Based on 
the identified shortcomings, requirements for Next-Generation Intrusion Detection 
are derived in Section 4. An architecture of a Next-Generation IDS is proposed in 
Section 5. Concepts under development, which try to address some of the most 
important current shortcomings, are presented as well. Finally, Section 6 concludes 
the paper by highlighting the most important open research issues. 

II. THREATS AND TENDENCIES 
The scope of attackers and malicious programs has changed significantly over the 
years. The focus of the first computer virus was on the destruction of data, e.g. 
formatting the hard disk drive or deleting executable files (e.g. [5]). With the 
development of worms, automated infection over networks was enabled and used 
to build botnets, consisting of numerous user PCs without the knowledge of the 
owners. These networks can consist of hundreds of thousands of infected systems 
and are used to send Spam or to block services by Distributed Denial-of-Service 
(DDoS) attacks. 
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The destructive behavior in the beginning changed to commercial-driven reasons. 
Today, spammers can participate in Affiliate Programs: They sign up in a program 
and are provided with an unique identifier. If a sale is backtracked to an identifier, 
the corresponding spammer is rewarded with a commission [6]. 
The commercial success of the Internet and the possibilities to carry out attacks 
from a relatively safe distance attracts criminals and makes e-Crime to a multi-
billion dollar market (e.g., see [6, 7]). 
Therefore, the profitable and relatively risk-free underground market stimulates the 
proliferation of malicious code by the creation and selling of attack kits. No 
technical in-deep knowledge is needed any longer to create new, dangerous 
malicious software [8]. The first attack kit (Virus Creation Lab, 1992) only 
provided basic functionality, but state-of-the-art kits like Nukesploit are highly 
professional and sold for several thousand Dollars. Also different service levels are 
available, for example unlimited support or regular updates [9]. A major difficulty 
arising with the professional construction kits are the high numbers of new 
signatures. A new signature appears with every new created code, building 
malicious code families. 
More and more services migrate to the Internet, for example VoD or VoIP. With 
more and new services, also more new potential attack possibilities arise. For 
example, some malicious programs encrypt the data on the infected system and the 
user has to pay for the key. This type of malicious software (ransomware) appeared 
for the first time in 1989 [10]. Today, Trojan Horses exists which are able to 
encrypt data based on public key cryptography [11]. 
Another aspect is the handling of malicious programs: Latest trends show, that the 
percentage of targeted attacks continuously increases. E.g., the Hydraq Trojan 
(Aurora): Several large companies had been compromised by attackers using this 
Trojan [7]. The attacks started by evaluating data about employees, available on 
the company’s website or in social networks: Social Engineering is on the rise 
again. Social networks like Facebook or Twitter are in the focus of attackers 
because of their prosperity of information. Many people are easygoing when 
dealing with sensitive data in social networks. This information is used by social 
engineers to create attacks, e.g. Emails with malicious attachments, obviously sent 
by a friend and with a topic related to the latest movements in the social net. So, 
the probability that the target opens the attachment and infects the system is very 
high. Targeted attacks are often constructed for a single or few destinations, so no 
patterns will be available. 
The dissemination routes of malicious software are not restricted to networks: E.g., 
promotional gifts like USB-sticks given away on trade shows are popular 
instruments [12]. A Trojan is already installed on the stick. By connecting the stick 
to a computer, the Trojan installs itself on the system. Therefore, the threat is 
injected directly onto the target system or network, bypassing the security systems. 
With the help of offline-propagation, also formerly secure systems and networks 
like Supervisory Control And Data Acquisition Systems (SCADA) can be 
compromised. Therefore, a protection against attacks from the outside is not 
enough. 
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Data leakage has become an important issue for the last years. In contrast to the 
insider threat, data leakage includes accidental or unintentional data loss in 
addition to malicious theft [13]. Numerous scandals about data loss arose public 
interest, for example see [14, 15]. The insider threat is one of the most challenging 
endangerments today. While governments and the military had been in the 
spotlight of attacks during the cold war, today the industry is the most important 
target for espionage. A recent study specified the economic loss for each individual 
business company in Germany on an average of about 5,57 million Euro in 2009. 
61 % of all large-scale enterprises had been hit by business crime in the past two 
years [16]. 
The particular endangerment by the insider is based on the authorized access and 
the knowledge about the security mechanisms. Also, by the widely spread use of 
data storage mediums like memory sticks, it can be easy for a legitimate employee 
to extrude confidential data if no protection mechanisms are in place. The released 
numbers of the percentage of the insider threat compared to all incidents of data 
loss differ keenly and go up to 80 % and more. The Verizon Data Breach 
Investigation Report attracted interest in 2008, because their evaluation of the 
insider threat presented a value of only 18 % [17]. Anyway, in the Report of 2010, 
Verizon published a proportion of about 48 % incidents caused by insiders after 
evaluating a wider range of cases [18]. In addition, the estimated numbers of 
unreported cases based on insider jobs are much higher, because numerous 
companies do not press charges because of a possible loss of reputation. The 
detection of data leakage is difficult by nature, but the situation is even worse, 
because high damage only can be avoided by immediate reactions. Beside this 
challenges, the technical evolution of the Internet opens up additional problems. 
More and more services are offering protected access. For example, the well-
known Firesheep [19] addon for the Firefox-browser attracted numerous people. It 
enables easily operated HTTP session hijacking attacks. While these security hole 
existed for several years without concerning the public interest (because of the 
complex way to utilize it), the addon is easy to use [20]. Therefore, anybody is able 
to take over a foreign session. The tool comes with filters for e.g. Facebook, 
Twitter and GMail. So, numerous services like Facebook announced to switch their 
services to TLS. The trend towards the use of encryption will also be enforced with 
the broader application of IPv6 as IPSec is a mandatory component of IPv6 [21]. In 
February 2011, the last address blocks of IPv4 had been assigned. This should 
speed-up the utilization of IPv6 in the near future; at the moment, less than 1 
percent of all traffic is IPv6 (e.g., [22]). Encryption can train the application of 
IDSs, therefore being a crucial factor. 
Important is the shifting from attacks directed onto the operating systems or 
network protocols to attacks of vulnerabilities in the application layer. The nonstop 
evolution of the applications results in complex programs and flawed program 
code. Today, over 70 % of all attacks are targeting the application layer [7]. Most 
utilized vulnerabilities are provided by browsers and programs like the Acrobat 
Reader (e.g., [23]). Based on that, the number of Zero Day vulnerabilities 
increased in recent years. 
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Vendors are sometimes delaying patches unnecessarily by using a fixed patch-day 
policy: Program updates are only published on a regular basis (e.g., [24]). Also the 
safety awareness of the users is inadequate, many users are overstrained by 
complex and often changing security mechanisms and program configurations: The 
most successful exploits are taking advantage of vulnerabilities first reported more 
than a year ago [7]. 
Current available system are hardly able to cope with these trends. Summarized, 
the following threats and tendencies are identifiable and emerging: 
 

1. New and yet unknown attacks (new services, devices, etc.) 
2. Increasing number of Zero Days 
3. Social Engineering and targeted attacks 
4. Exploitation of vulnerabilities in the application layer 
5. Increasing insider threat 
6. Risk of data leakage 
7. Ascending use of encryption technology 
8. Users are negligent with security-related tasks 

 
Following, current IDSs and techniques will be considered with respect to these 
properties. 

III. CURRENT SYSTEMS AND SHORTCOMINGS 
SNORT [25] is a signature-based Network-IDS (NIDS) and Intrusion Prevention 
System (IPS) capable of performing real-time traffic analysis and packet logging. 
To gain acceptable results regarding the false alarm rates, signature-based systems 
like SNORT have to be configured strongly depending on the hosts and services 
presented in the network. If the system generates many false alarms, no 
administrator will pay attention to the IDS after a few days. However, a complete 
in-depth configuration of all systems and services is time-consuming and difficult. 
Also, the configuration has to be administered all the time: Small changes like an 
update can have a significant impact. Therefore, the application of signature-based 
techniques in big network environments often is not successful. 
Signature-based systems are reactive by nature [26] and restricted to already 
known attacks. Therefore, the efficiency of an IDS relies on the update-rates and 
response-times of the responsible company. 
For example, on January, 20th 2011, the latest IDS signatures of Juniper and 
Sourcefire were released on January, 18th while the latest signatures of Proventia 
and IntruShield were published on January, 11th (as seen on [27]). Therefore, the 
up-to-dateness of the signature databases is a crucial point. Lippmann analyzed the 
effect of identifying vulnerabilities and patching software with regard to IDSs and 
the up-to-dateness of their signatures [28]. The signatures for IDSs are often not 
faster available than the publication of software-patches. However, vendors like 
Microsoft or Adobe often use patch-days for publishing numerous patches at once, 
therefore delaying patches unnecessarily. For example, latest threats opened up by 
the vulnerabilities in the Internet Explorer [29] have not been fixed in the 
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consecutive patch-day even exploits had been published meanwhile and an easy 
deployable code had been included in the Metasploit-Framework [30]. 
Anomaly-based systems do not need a signature database, instead they use a model 
for the evaluation. The accurate modeling of network behavior is an active field of 
research [31]. The difficulty of behavior-based models is the possibility of 
misinterpretation of permitted but unknown legal user actions, resulting in high 
false alert rates. Often, a learning phase is needed to train the corresponding 
detection model. Online and offline learning must be differentiated. The former 
one is an incremental respectively sequential training: Learning is performed piece-
by-piece in a serial fashion on one individually (randomly) selected training 
sample set. The latter one takes the whole problem data in one learning iteration 
[32]. All data has to be labeled in advance due to its benign or malicious character 
which can be a difficult task (e.g., see [33, 34]). Because of the time and effort 
needed, Almgren and Jonsson use active learning methods to reduce the needed 
amount of labeled training data [35]. 
Even more, numerous anomaly-based systems use online learning in the productive 
environment (e.g., [36], [37]). Attacks can take place or malicious code can already 
be in the network during the learning phase, resulting in an erroneous model [33]. 
Therefore, the system will recognize the previously learned attacks as normal 
behavior and no alarm will be raised [38, 39]. A possible countermeasure is the use 
of malicious rather than benign data for the training. Winter et al. proposed a one-
class support vector machine (SVM) for the analysis. The system is trained with 
malicious network traffic [40]. Anyway, also the usage of negative behavior is 
difficult in matters of completeness. To countervail the endangerment of a learning 
phase, using unsupervised learning methods can be a solution. Numerous machine-
learning approaches have been developed over the last decades. Examples are 
statistic-based systems, data mining, expert systems, supervised learning-based 
approaches like neural networks and unsupervised learning-based approaches like 
k-means- or self-organizing feature maps (SOM) ([38, 41, 42]). Sometimes, 
supervised and unsupervised concepts are combined (e.g., see [43]). Casas et al. 
proposed a robust clustering technique to detect anomalous traffic flows based on a 
sequentially captured temporal sliding-window basis [44]. The approach is 
completely unsupervised and able to detect attacks without relying on signatures, 
labeled traffic or training. The system can be directly plugged-in and starts 
working from scratch without previous knowledge. 
Signature-based systems are using string matching techniques to find known 
patterns of malicious code. This is a computational complex task and can generate 
up to 80 percent of the total processing time of the IDS [45]. Payload filtering 
delay has become the main cause of the reduction of network performance [46]. 
Because of that, software-based NIDSs are hardly able to keep up with traffic over 
200 Mbps [47] when executing a full payload analysis (Deep Packet Inspection 
(DPI)). Therefore, numerous designs and algorithms for hardware-based 
acceleration have been proposed in recent years. Today, two categories of 
hardware approaches can be classified, logic and memory architectures. Logic 
architectures mostly use on-chip logic resources of Field-Programmable Gate 
Arrays (FPGA) to convert regular expression patterns into parallel state machines 
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or combinatorial circuits. Memory architectures compile string patterns to finite-
state machines and store the corresponding state transition tables in memory [48]. 
Therefore, memory architectures are more flexible because they allow on-the-fly 
pattern update without resynthesis and relayout which is needed by logic 
architectures. By the use of FPGA, the string matching process can be accelerated 
strongly (e.g., see [47, 49, 50]). On the other side, a tremendous amount of chip 
resources is used by the growing rule sizes. A lot of work is done to reduce the 
required number of logic cells per search character (e.g., see [45, 51]). Kong et al. 
argue that all on-chip solutions are not scalable in long term [46]. Memory and on-
board architectures are more likely able to keep up with the increasing set of rules 
and bandwidth. For example, pre-filtering [47] or prefix and suffix sharing for the 
rules [46] enables higher speeds (6.4 Gbps respectively 4 Gbps). Even FPGAs can 
reach high throughput speeds, Gao argues that already light-weight systems like 
Snort cost too many hardware resources [52]. Also, with the growth of the 
signature sets and the design scale, the interconnecting latency increases. 
Therefore, the operation clock frequency and throughput speed will drop. Gao also 
mentions, that a larger design requires more time for updating and reconfiguration 
procedures. During that time, the system is vulnerable, e.g. for a new worm 
spreading. Therefore, Gao uses Ternary Content-Addressable Memories (TCAM) 
for signature matching, reaching 2 Gbps (and theoretical much higher values) for 
the Snort signature set. 
Other approaches use the network interface card (NIC) for implementing efficient 
and fast detection systems. While Otey et al. only use header information for the 
evaluation [53], Bruijn et al. analyze different levels of abstraction, e.g. packets, 
streams and aggregates in their system [54]. 
If the mounds of data are to high for a payload or at least a header inspection, 
Flow-based evaluation can be fulfilled. IPFIX (RFC 5472 [55]) defines a Flow as a 
group of packets that share a common set of properties. The Flow is completely 
specified by that set of values, together with a termination criterion (like inactivity 
timeout). Two important standards are NetFlow ([56] et al.) and sFlow [57]. Plenty 
of tools are available for the evaluation, e.g. Scrutinizer [58] or NetFlow Analyzer 
Professional [59]. Flow-based evaluation enables the possibility to analyze higher 
bandwidth. However, using Flows introduces a delay, therefore the system is not 
able to initiate fast, near real-time countermeasures [60]. Even more, attacks on the 
application layer (which are already the most important attacks and still rise) often 
cannot be detected by the evaluation of the Flow parameters. Figure 1 gives an 
overview of the implications and correlations of important threats and technology 
trends for anomaly- and signature-based systems.  
In addition to IDSs, the area of Data Leakage Protection (DLP) and Extrusion 
Detection Systems (EDS) is an emerging sector in recent years. While IDSs focus 
on the attacker and malware trying to enter and infect the systems from outside, 
EDSs are monitoring the outgoing traffic searching for keywords or verifying the 
compliance of the communication with the policies of the company. 
 
When coping with data leakage, DLP systems can cover up to three areas 
depending on the functionality, namely data at rest (databases, files, etc.), data in 
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motion (network traffic) and data in use (data traveling to peripherals like DVD 
burner or printer) [61]. Therefore, packet inspection, session monitoring, 
encryption and other techniques are used by a DLP. 
 

 
Figure 1.  Evolving threats and technology trends and consequences for signature- respectively 

anomaly-based IDSs. 

In the area of DLP, the first implementation was Security Enhanced Linux 
(SELinux) developed by the National Information Assurance Research Laboratory 
of the US National Security Agency (NSA), Red Hat and some other companies 
[62]. SELinux was released as Open Source in 2000 and is included in several 
Linux distributions today. Plenty other DLP systems and services are available 
recently, for example from Trend Micro [63] or IBM [64].  
Additional to the IDSs, Early Warning Systems (EWS) are in operation. Compared 
to IDSs, EWSs are larger scaled, monitoring data sources distributed over the 
whole Internet. The information of attacks in one subnet can be used to alert and 
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safeguard other sub-networks, which are not yet under attack. For example, the 
spread of a new worm can be easily detected in the early phase of its run. 
In 2001, the Internet Storm Center (ISC) of the SANS Institute was established 
[65]. It is an analysis and warning service for the Internet and consists of sensors 
covering 500.000 IP addresses around the globe. Firewall and intrusion detection 
log entries are collected and sent to the DShield database of the ISC. Abnormal 
trends and behavior is identified through human volunteers and automated 
evaluation. Based on that, the handler on duty sets the Infocon level which should 
reflect changes in malicious traffic and the possibility of disrupted Internet 
connectivity. Another example is the Arbor Networks Active Threat Level 
Analysis System (ATLAS) [66]. 
The NEWS (Network Early Warning System) plugin [67] gathers the collectively 
provided view of peer computers to detect network anomalies. NEWS uses 
corroboration from multiple users running in the same area. If enough people see 
the same problem in the same area, an alarm is raised. The design principles apply 
to large-scale systems that generate a significant amount of network traffic. 
Numerous other systems are under development like FIDeS [68] or WOMBAT 
[69]. 
The shortcomings and challenges of the current systems are summarized again: 

1. Complex configuration 
2. Detectability of Zero Days 
3. Delays for signature updates 
4. Rising bandwidth and data volume 
5. Sizes of pattern databases 
6. Application-Layer attacks 
7. Encrypted network connections 

Table I assigns the characteristics to the different systems. 
 
Table I: Shortcomings of current Intrusion Detection / Prevention & Data Leakage Prevention Systems.  

 
 Intrusion Detection  

 Signature-Based Behavior-Based Data Leakage EWS 
 Host Network Host Network Host Network Network 
Configuration × × √ √ × × (√) 
Zero Days × × √ √ ¬ ¬ √ 
Signature Delays × × √ √ ¬ ¬ √ 
Bandwidth × × √ (√) √ (√) (√) 
Database Sizes × × √ √ √ √ (√) 
Application Layer (√) (√) (√) × √ (√) √ 
Encrypted 
Communication √ × √ (√) √ × × 

Targeted Attacks × × (√) (√) ¬ ¬ × 
Distributed Attacks × (√) × √ ¬ ¬ √ 
√ means uncritical while × shows shortcomings of the particular systems, () means restricted applicable, 
¬ stands for not applicable. Note that EWS are inherently network-based, therefore there is no column 
for host-based systems. 
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IV. REQUIREMENTS FOR A NEXT-GENERATION IDS 
Based on the shortcomings of current IDSs defined in Section 3 and the security-
related threats and tendencies in the Internet shown in Section 2, the requirements 
for a Next-Generation IDS are educed. In detail, the IDS has to fulfill the following 
requirements: 
 

1. Behavior-based analysis: Because of the increasing number of Zero Days, 
the growth of targeted attacks and the increasing percentage of encrypted 
communication (benign as well as malicious, e.g. botnet 
communications), signatures are often not available in time or not possible 
at all. Even if the application of behavior-based methods is a challenge, 
sophisticated statistical methods can be used to detect attacks (e.g., see 
[70], [71]) even in encrypted environments. Other reasons require 
behavior-based techniques, too: More and more mobile devices like 
smartphones are participating in the networks. Because of limited 
computing resources and with regard to the endurance of the batteries, the 
application of signature-based techniques is not reasonable or even 
possible. Also in server systems, the necessary near-realtime evaluation of 
patterns is limited not only by the amount of data to investigate but also 
by the sizes of the databases and millions of patterns. 

2. Abdication of a learning phase: The use of behavior-based techniques 
often (but not necessarily), requires a learning phase of the system in the 
productive, real-world environment. Because of the endangerment of the 
learning phase and the difficult task of creating clean labeled data, this 
phase must be omitted as far as possible. Unsupervised learning 
techniques can be used (see Section 3) or the learning phase must be 
replaced by other techniques. For example, the anomaly-based system 
developed by Casas et al. [44] does not need signatures, labeled data or 
training. In the area of neural networks, Moraga examined how to design 
a neural network only based on knowledge [72]. It is important to 
understand that the abdication of the learning phase does not transform a 
behavior-based into a signature-based system: The detection is still 
fulfilled by the comparison of the measured state of the environment to 
the prediction of the model. 

3. No payload evaluation: For a general applicability the system must be 
designed without the need of a payload evaluation as far as possible. Even 
more, the increasing use of encryption denies the use of payload data. 
Therefore, a Next-Generation IDS cannot rely on the availability of the 
packet payload. 

4. Network-based evaluation and use of agents: Even if a host-based 
installation has several advantages with regard to the available 
information (e.g., running processes, decrypted data, log files, etc.), the 
IDS requires a network-centric design. On the one hand, distributed and 
sophisticated attacks against the whole network only can be recognized by 
a network-based installation, on the other side the management of 
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numerous host-based system is error-prone, complex to manage and often 
poorly scalable in large environments. Only if it is indispensable, host-
based agents should supplement the network-based core system. 

5. Cross-evaluation and distribution: The upcoming threats and challenges 
require an exhaustive use of behavior-based techniques. Therefore, the 
related false alert rates have to be reduced. By examine ingress traffic and 
the correlation of anomaly detection alerts of administratively disjoint 
domains, the false alert rate can be reduced significantly and abnormal 
data and Zero Days can be detected [73]. 

6. Active and automated prevention: The system must be able to carry out a 
completely automated operation. On the one hand, the amounts of data, 
connections and speed of actions are already too high to be able to permit 
a reasonable manual interaction. On the other side, especially in the area 
of DLP, a beginning leakage of data must be stopped as early as possible. 
The loss of reputation after losing data will often be more expensive (e.g., 
see [16]) than the costs caused by an misleadingly activated interruption 
of a single connection. Of course, the probability of a wrongly dropped 
connection must be very low. 

V. ARCHITECTURE OF A NEXT-GENERATION IDS 
To fulfill the requirements presented in Section 4, an architecture for a Next-
Generation IDS is presented. An abstract view of the architecture is shown in 
Figure 2. 

 
Figure 2.  Layers of a Next-Generation IDS. 
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The system consists of three main parts, Early Warning, Intrusion- and Extrusion 
Detection. The different parts can be implemented distributed and autonomous. An 
EWS has to be integrated comprehensive over the Internet. Event correlation, 
anomaly detection and inter domain cross correlation can be used to detect new 
threats. This knowledge can then be used to secure other, yet not affected sub-
networks in the Internet. The main purpose of the EWS is the detection and 
prevention of automated and undirected attacks. 
The Intrusion Detection is carried out as NIDS. Multiple detection techniques have 
to be combined: A behavior-based analysis of the network traffic is done to detect 
known as well as new, yet unknown threats. The needed model has to be built in an 
unsupervised fashion in such a way, that no endangered learning phase is needed. 
If the learning phase cannot be eliminated completely, in contrast to most existing 
systems, malicious instead of benign data can be used (inductive anomaly 
detection). Cross-site correlation between systems and networks can be used to 
reduce the false alert rates of the anomaly detection efficiently. Statistical 
evaluation has to be done to cope with encrypted traffic. Additional, specialized 
host-based autonomous agents can be used to assist the evaluation. E.g., agents 
with state-based detection techniques can be used to identify critical states in a 
SCADA network: The critical states are well-known in industrial systems, 
therefore an Intrusion Detection can be realized based on a critical state analysis 
[74]. 
Extrusion Detection is the last component. It is also integrated into the NIDS, 
because due to the risk of insiders, manipulation and the administrative outlay with 
numerous hosts, host-based detection is not enough. Therefore, the user- and 
system-behavior is monitored by network-based sensors as well as host-based 
agents. 
With respect to the current research and developments, several open issues arise, 
especially in the area of In- and Extrusion Detection in encrypted environments. 
Especially the claim of not using payload-related data to be able to cope with 
encrypted communication, targeted attacks and unknown threats is rarely address 
in current research (e.g., see [75]). 
There are three basic approaches to carry out Intrusion Detection in encrypted 
communication, namely:  
 

• Protocol-based: Detection of misuse of the encryption protocol  
• Intrusive: Modifications of the network infrastructure or the encryption 

protocol  
• Non-Intrusive: Statistical analysis of encrypted traffic 

 
E.g., ProtoMon is a system developed by Joglekar et al. [76] which instruments 
shared libraries for cryptographic and application level protocols for conducting 
intrusion detection. Monitoring is integrated into the protocol handling. By that, 
attacks on the encryption protocol can be detected. Nevertheless, malicious 
activities hidden inside the encrypted channel could not be detected. 
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Intrusive techniques are used by Goh et al. They proposed an IDS for encrypted 
networks which is able to analyze the payload and simultaneously maintaining the 
confidentiality of the encrypted traffic [77]. The network traffic is replicated and 
sent to the receiver and also to the Central IDS (CIDS). The protocol is set onto an 
underlying VPN and adds an additional layer. The system is able to do payload 
analysis and to keep the confidentiality, but it strongly depends on modifications of 
the protocols and infrastructure. Also, additional communications protected by e.g. 
SSH or TLS cannot be analyzed. 
Foroushani et al. proposed a system based on the evaluation of the transferred 
packet sizes and the time intervals between messages [70]. Attacks are detected 
without decryption by the use of intrusion signatures which are generated from the 
frequency of accesses and specifications of the TCP traffic. Anyway, because of a 
high false alarm rate (about 20 % in the best case), the system is not usable for a 
production environment. The system requires behavior profiles for the target 
servers and the exchanged information, which are often not available. 
Other work addressing IDSs in encrypted environments can be found, but to the 
best of our knowledge, all of it can be assigned to one of the three categories 
named before (e.g., see [78] or [79]). Thus, all of these systems are not appropriate 
for the defined requirements due to the shortcomings already shown.  
An important point of all behavior-based systems are the false alert rates. For a 
comprehensive development of behavior-based techniques in productive 
environments, false alerts have to be minimized. The idea of a correlation of 
ingress traffic from different domains is relatively new and shows promising first 
results. Boggs et al. were able to demonstrate a Proof-of-Concept with pretty small 
false alert rates [73]. Further investigations are necessary to improve the shown 
principles and make them usable for the defined requirements. 
In the recent area of DLP, most of the proposed systems are host-based and not 
able to operate only on a network-based installation (e.g., see [80-82]). Extrusion 
and data leakage detection is a crucial part of a Next-Generation IDS. Therefore, 
these techniques have to be analyzed regarding the capability to be adapted to 
network-based systems. 

VI. CONCLUSION AND FURTHER WORK 
In the paper, an overview of todays most important security threats was given and 
observable tendencies were shown. State-of-the-Art IDSs, DLPs and EWSs were 
presented and their shortcomings analyzed. After that, the requirements for a Next-
Generation IDS were derived. The papers shows the open issues and wherever 
available, recent research addressing these topics. The most important and yet 
unsolved requirements in the area of encryption and behavior-based analysis were 
lifted out. 
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Abstract- Autonomous Baiting, Control and Deception of Adversarial Cyberspace 
Participants (ABCD-ACP) is an experimental defensive framework against potentially 
adversarial cyberspace participants, such as malicious software and subversive 
insiders. By deploying fake targets (called baits/stimuli) onto a virtualized 
environment, the framework seeks to probabilistically identify suspicious participants 
through aggregate suspicious behavior, subvert their decision structure and goad them 
into a position favorable to the defense. Baits include simulating insertion of readable 
and writable drives with weak or no password, marked doc/pdf/txt/exe/cad/xls/dat 
files, processes with popular target names and processes that detect thread injections.  
This approach bears some similarities to the concept of subverting an enemy's OODA 
(Observe, Orient, Decide, and Act) loop, an information warfare strategy which seeks 
to proactively influence and change enemy behavior. By controlling perception of the 
environment, this approach similarly seeks to influence adversarial participants’ 
decision complexity, noise levels, effectiveness and ultimately their ability to fulfill their 
mission. This is a work in progress: The conceptual framework is described, and 
implemented baits and preliminary empirical results are presented.  
The long term project end vision is an autonomic framework playing a repeated, 
dynamic, imperfect information, non-cooperative stimuli-response game which 
probabilistically identifies, then impedes, quarantines, subverts, possibly attributes and 
possibly inoculates against suspected adversarial cyberspace participants. 

Keywords: virtualization, malware, dynamic game, stimuli, behavior 
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I. INTRODUCTION 
It is written that a person’s character may be recognized by how he handles 
alcohol, his conduct in financial matters and his anger. In other words, behavior 
shown in certain situations gives insight into character. A cyber-defensive 
approach in the form of a behavioral stimuli-response framework is presented in 
this paper. It should be noted that is work in progress. 
 
Why is this needed? It is needed as an addition to Defense-in-Depth. The empirical 
performance of the first line of defense - anti-viral (AV) byte signature blacklisting 
- has been steadily declining.  Independent laboratory test results over a period of a 
decade have shown a steady rise in false negative rates, i.e. failing to detect 
malicious code. The average miss rate of even previously submitted malicious code 
hovers in the double digits. In 2010, after failing to update static signatures for just 
one week, the best AV tested missed 37%, the worst between 60% and 90% (see 
TABLE I. ). 

TABLE I.  DETECTION RATE RANGES OF SIXTEEN TO TWENTY POPULAR AV SCANNERS [1] 

Report Date AV Signature Update Malicious Code Corpus Date False Negatives (%) 
2010/11 Aug. 16th Aug. 17th-24th  [38-63] 
2010/08 Aug. 16th Aug. 6th  [0.2-19.1] 
2010/05 Feb. 10th Feb 11th-18th [37-89] 
2010/02 Feb. 10th  Feb. 3rd [0.4-19.2] 
2009/11 Aug. 10th Aug. 11th-17th [26-68] 
2009/08 Aug. 10th Aug. 10th [0.2-15.2] 
2009/05 Feb. 9th Feb. 9th -16th [31-86] 
2009/02 Feb. 9th Feb. 1st [0.2-15.1] 
2008/11 Aug. 4th Aug. 4th -11th [29-81] 
2008/08 Aug. 4th Aug. 1st [0.4-13.5] 
2008/05 Feb. 4th Feb. 5th -12th [26-94] 
2008/02 Feb. 4th Feb. 2nd [0.2-12.3] 

 
In addition, recent advances in formal computer virology show that detection of 
malicious code that poses the most problems (staged downloads and interactive) 
cannot be accomplished in linear time and enters the realm of exhaustive search 
space and undecidability. Reference [2] proved that detection of interactive 
malicious code is at least in complexity class NP((NP^oracle)^(NP^oracle)) . 
 
This is no accident since the design and implementation of modern malware seeks 
to specifically undermine the information gain of static signature approaches, in 
effect presenting the defense with Halting-type problems. The reverse is not true: 
From the point of view of adversarial participants, cyber-targets are pathologically 
honest and do not systematically confuse adversarial participants with high entropy 
schemes. 
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This paper’s view is that defenses have to adopt similar comprehensive 
dissimulation and deception stances on cyber-targets and embedding 
environments. By turning the tables on potentially Adversarial Cyberspace 
Participants (ACP), their code footprint, decision complexity, noise levels and 
uncertainty about the ‘real’ view of the cyber-environment are increased, thereby 
giving defenses more temporal and spatial leeway. This experimental framework is 
not meant to substitute for but rather complement traditional blacklisting byte 
signature based mitigation approaches whose limitations are well-known [3].  

II. PRIOR WORK 
This paper emphasizes the primacy of ACP control flow subversion through 
judicious manipulation of the environment’s observables. In the realm of best-of-
breed static structural signatures, [4] extracted malware family signatures using 
maximum graph homomorphism between the function callgraph of two 
executables. The flowgraph structure and its code ‘neighborhood’ were used to 
develop an opcode-sequence agnostic graph hash for fast approximate comparison.  
The intersection of known family members subsequently generated the family 
superstructure signature. Such a signature extracted automatically from 15 variants 
of the polymorphic malware family ‘Swizzor’ was able to recognize 900 additional 
variants (in a sample of 20,000 unsorted pieces of malware) with no false positives. 
However, this approach required pertinent structural information to be recovered; a 
proposition that does not hold with malware that purposely obfuscates its control 
flow structure. 
 
This paper also posits ACPs (especially malicious software) to be sensitive to real 
or perceived operating environment changes. For evidence consistent with this 
assertion, the reader is referred to the 2005 analysis of the Slammer worm, in 
which complex dependencies between user/kernel processes and threading are 
described, as well as the 2008/2009 Conficker A worm, which exits upon detection 
of a Ukrainian keyboard locale [5] [6]. In a comprehensive 2008 empirical study, 
[7] investigated the environmental awareness of modern malware by measuring the 
deterrence value of imitating virtual machines and debuggers through light-weight 
registry key insertions, system call hooking (e.g. CheckRemoteDebuggerPresent() 
set to TRUE) and process generation (e.g. a process named OllyDbg, a popular 
debugger). Of the 6205 malware samples, about 25% reduced their malicious 
behavior through these light-weight techniques. 
 
This paper’s approach furthermore seeks to draw ACPs into a repeated stimuli-
response game with the expectation that its dynamic behavior can be influenced 
quicker than non-malicious participants. In a comparative analysis of malicious 
and non-malicious software, [8] showed through statistical static structural analysis 
that malicious code tended to have a lower basic block count, implying a simpler 
decision structure: less interaction, fewer branches and limited goals compared to 
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non-malicious software.  This suggests that malicious code can be ‘outplayed’ by 
exploiting this simpler decision structure. 
 
From an implementation point of view, honeypots and honeynets - simulated 
decoys that detract from 'real' networks, hosts and services – are well known 
examples of ‘morphing the network’, i.e. changing the perception of the network’s 
makeup. Reference [9] implemented a highly scalable, parsimonious hybridization 
of low- and high-interaction honeynets that doubled as a platform for malware 
collection. He suggested it to be used as part of an automated, next-generation 
system to stop botnets. Ad-hoc hot patching, as well as randomization techniques 
(randomized heap/stack/library positioning at compile, link and load times) are 
incorporated into modern operating systems like Windows Vista/7 [10]. 
 
Lastly, probabilistic identification and control of hitherto-unknown/unseen threats 
serves to enhance situational and behavioral awareness on a host, network and 
mission level. In this, this project complements other efforts in US military 
domains:  DARPA’s Integrated Battle Command (BAA 05-14) gives decision aids 
for battle operations, DARPA’s Real-Time Adversarial Intelligence & Decision 
Making (BAA 04-16) tries to help battlefield commanders compute and counteract 
threat predictions in tactical operations. Lastly, Israel’s Virtual Battle Management 
AI - a defense system designed to handle situations that exceed the physiological 
limits of human command in case of a doomsday strike - mirrors most closely the 
project end vision [11]. 

III. DESIGN OF FRAMEWORK 
The Gameboard consists of a virtualized operating environment (a Windows XP 
SP2 VM) which is ‘morphed’ by the Defender. Morphing means that from the 
point of view of Gameboard participants, the environment (or merely its perception 
by the participants) is altered via stimuli in order to provoke a reaction that could 
be used for identification. Stimuli (such as a .pst file, a simulated network drive, or 
a process named iexplore.exe) are introduced to induce potential adversarial 
participants (both humans and programs) to ‘show their colors’ (see Figure 1).  
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Figure 1: Notional Gameboard illustration. Stimuli  (e.g. fake network drives, fake processes with 
names of popular applications,  AutoCad files) are deployed and participants’ responses to the baits 
evaluated. 

  
Conceptually, a repeated, dynamic, imperfect information, non-cooperative 
stimuli-response game is played on the Gameboard.  The players in the game are 
{Defender} versus {Participants}.  All Participants (benign or malicious) are 
situated within the Gameboard (the VM). The Defender is situated outside the 
Gameboard to hide some of its footprint, but it has the ability to introduce 
baits/stimuli, change (real or perceived) macroscopic Gameboard parameters, 
gauge responses and initiate defensive moves. 
 
The game's first goal is to judge whether after several rounds of the stimuli-
response game the aggregate evidence warrants classifying a participant’s observed 
behavior as adversarial.  The concept of aggregate evidence borrows from 
Whewell’s “Consilience of Induction”, in which the convergence of several, 
ideally independent hypotheses serves to strengthen that conclusion [12].  Upon 
probabilistic identification, the game’s second goal is to engage appropriate 
defensive measures to impede, quarantine, and subvert the ACP threat. 
 
The working assumptions are as follows:  
 

1. From observations of triggered stimuli and responses, uncertainty anent 
unknown intent can be reduced. In particular, potential adversarial 
participants can be probabilistically identified. 
 

2. Defender can control the runtime behavior of ACPs by influencing what 
Participants perceive within the Gameboard. 
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A. Baiting Adversarial Cyberspace Participants 
The repeated stimuli-response game can be conceptually decomposed as follows: 
A Defender conversation consists of a high level scenario which is either 
preemptively engaged, chosen by the user, or activated by other defensive systems 
(such as an NIDS). Conversation examples include "Worm", "Rootkit", “Bot", 
"Trojan", "Trusted Insider", "Hapless User" and more. 
 
A Defender scenario informs one or more engagement types. Engagement type 
examples include “Offer spread vectors”, “Offer confidentiality vectors”, “Offer 
reconnaissance vectors”, “Present weakened defenses”, “Change system 
parameters” and more. 
 
For each engagement type, the Defender autonomously chooses a dynamic 
engagement strategy. These engagement strategies consist of a game tree aggregate 
of baits/stimuli, participant responses and defensive responses.  It is a dynamic 
game tree since moves are generated dynamically based on observed responses to 
previous stimuli.  

B. Controlling and Deceiving Cyberspace Participants 
Collberg's atomic primitives constitute abstract categories of defenses and are 
subsequently used as a blueprint for defensive responses upon probabilistic ACP 
identification [13]. These primitives are cover, duplicate, split/merge, reorder, map, 
indirect, mimic, advertise, detect/ response, and dynamic. The framework’s 
adaptation of some of these primitives is given below: 
  
Quarantine [Indirect]: Defender moves ACP to an instrumented but isolated 
platform in order to learn more about its behavior.  
 
(Self-)termination [Tamperproof]: Defender terminates ACP or induces its self-
termination. In addition, the Defender may simulate termination of benign  
components as a strategic mimetic move (such as unlinking it from the process 
table). 
 
Scarcity [Mimicry, Tamperproof]: Defender presents the Gameboard in a 
“critical” or “strained” state in an effort to violate ACP’s expected usage scenario 
(e.g. 99% memory utilization, heavy network congestion, no heap space left) [14].   
 
Subversion [Tamperproof]: Data-taint/poison the input to ACPs in order to create 
an attribution trail (e.g. email bugs in .pst files). This is especially important for 
military defense systems, where attackers try to plausibly deny responsibility 
through one or more levels of indirection. 
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C. Composition of Context-Sensitive Interactions 
It is an open research question whether engagement strategies can be derived from 
first principles (i.e. formal malware models [15]).  Similarly, it is not clear a priori 
which set of defensive responses is best suited for which ACP classes. Empirical 
sandbox observation of 10,000s of malware samples (exhibiting a wide variety of 
behaviors) was scheduled, and samples were procured from a friendly malware 
repository, http://offensivecomputing.net. It turned out that lack of sample 
metadata (names were hashed) hindered the establishment of ‘ground truth’ 
(known identities of the control samples) anent the engagement strategies and the 
defensive responses. Hence, a systematic evaluation of the dynamic compositional 
question and concomitant quantitative measurements has not yet been undertaken. 

D. Views of the Gameboard 
Since they are situated within the Gameboard, all Participants have a view of the 
Gameboard, but not necessarily the same in terms of scope and fidelity. In 
particular, Participants’ views and subsequent behavior are constructed by 
interacting with the Gameboard (checking if a certain process is running for 
instance). 
 
Defender's view: All of the Participants’ behavior unfolds over time. Some 
behavior on the Gameboard is benign, while some is potentially adversarial. Some 
behavior is seen by the Defender via baits that are triggered, while some behavior 
will not be seen. The Defender engages in conversations with Participants to figure 
out potential benevolence/malevolence. 
 
Participant's view: The interactions between the Defender (through the 
Gameboard morphing) and the Participant influence the Participant’s perception of 
the environment and, as posited, subsequent Participant behavior. This behavior 
may in turn influence the Defender's strategies, and so on, until identification 
decision thresholds are reached and  defensive responses are engaged. 

E. Goals of The Defender 
Drawing from prior experience and input from stakeholders, a list of Defender 
goals was assembled, in descending order of importance. These goals influence 
both the nature of the baits/stimuli injected into the Gameboard, the timing of their 
deployment, as well as defensive responses. 
 
Mission Continuity: Defender should not self-sabotage or sabotage the mission of 
benign Participants in the Gameboard. The primary goal of any defense is to 
sustain the mission. Mission continuity constraints include but are not limited to: 
sustaining mission availability, confidentiality, integrity, and command and control 
authenticity. 
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Actionable Information Gain: Defender’s responses should be geared towards 
reducing uncertainty and learning more about potential ACPs. This is in part 
accomplished by the interactions in the dynamic game. In addition, freezing the 
Gameboard and migrating the ACP threads into a more highly instrumented 
environment is being explored. 
 
Defender Stealth: Potentially adversarial participant should remain unaware of 
Defender’s observation and manipulation of ACP’s perception of the Gameboard. 
This is accomplished by positioning the Defender outside of the Gameboard and by 
randomizing design and implementation aspects of the baits. 
 
Subversion: Defender responds in such a way as to repurpose the adversarial 
participant for the benefit of the Gameboard’s mission. One possibility is supplying 
the ACPs with specially crafted random input, which has been shown to crash in 
other contexts between 25%-40% of given applications [17][18]. 
 
Participant Attribution: Defender responds in such a way that attribution of an 
adversarial behavior source is made more likely (e.g. smart watermarking/ 
poisoning of data). 
 
Inoculation: Defender may be able to synthesize a general modus operandus over 
observed behavior for the purpose of inoculation: Through judiciously chosen baits 
the traversal of appropriate control flow paths in the ACP is induced. This is in 
keeping with the light-weight shutdown results of [7]. 

IV. IMPLEMENTATION OF THE FRAMEWORK 
The Defender needs to influence and control the Gameboard environment in a way 
that is transparent to the Participants. The VMWare platform was chosen due to its 
market share and proprietary design. Unlike Bochs or Qemu, VMWare's code is 
not normally available, forcing manipulation of the VM from the ‘outside’, with no 
detectable footprint in the Gameboard besides the baits. Since there are numerous 
robust VM detection approaches, it is reasonable to assume that Participants can 
ascertain whether they are running in a virtualized environment [19]. As virtualized 
execution environment are becoming more commonplace with the push towards 
large-scale virtualized commercial environments, this is a reasonable extension and 
benefits the scheme. 

A. VMUtils library 
VMware’s VIX API is used to control the Virtual Machine [20]. Since VIX is still 
in flux, further modifications led to the development of the library VMUtils. 
 
VMUtils wraps a number of VMWare’s VIX library functions in order to simplify 
calls to the VIX API. An example is getting a handle for a VM which previously 
consisted of multiple lengthy and confusing VIX API calls, all of which had to be 
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paired with additional error checks.  The VMUtils library abstracts bait 
implementation away from the Defender’s engagement strategies and allows for 
bait design through a mediate layer. This is also useful for a centralized VM 
administration approach like VMWare Server. Alternatively, a conventional 
network-based communication API could be substituted in place of VMUtils.  

B. Baits/Stimuli 
Baits/stimuli seek to alter the perception of the operating environment (i.e. ‘morph 
the Gameboard’) in order to induce tell-tale behavioral responses from potentially 
adversarial cyberspace participants. Some changes in the environment are 
lightweight, sometimes they are entirely simulated:  
 

• Simulating insertion of readable and writable media 
• Simulating creation of Network Drives with weak or no password 
• Planting marked doc/pdf/txt/exe/cad/xls/dat files  
• Planting bank cookies  
• Creating fake processes with names of popular AV programs 
• Creating processes to detect thread injection 
• Navigating a browser to Microsoft Update/AV sites (to see whether 

access to these sites is blocked) 
• Navigating a browser to a bank site to see if participants attempt a XSRF 

attack 
• Navigating a browser to a social network site known to be vulnerable to 

XSS attacks 
• Simulating a particular bot client 
• Slowing down or speeding up Gameboard system time 

 
A robust bait portfolio must give quantitative metrics on adversarial participant 
specificity and sensitivity: Low false positives are desired (i.e. does it flag 
benevolent participants as adversarial?), as well as low false negatives. This is 
ongoing empirical work and has not yet been addressed. The baits developed and 
deployed to date are described below.  
 

1) Dummy Process 
A dummy process execution and monitoring bait was implemented first. A well-
known ACP tactic is, after infecting a machine, to turn off or uninstall AV 
software. This bait hence targets the self-defense trait of ACPs by executing a 
number of bait processes named after popular AV programs and monitors them for 
execution disruption. Alternatively, it is possible to implement a callback-model 
for the dummy process baits: the bait program creates new threads for each new 
bait AV process started within the Gameboard, then makes the thread wait for an 
exit code from the bait process. The later design was chosen. 
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A list of common AV process names (e.g. avguard.exe) was compiled into a config 
file, which is read by a baiting program. The baiting program then renamed the 
dummy process, copied it down to the Gameboard, and executed the bait AV 
process. By waiting for exit codes from the processes running in the VM, the 
Defender determined if any (and how many) baits were tripped – in other words, 
which bait AV programs were terminated. 
 
There are very few legitimate reasons (Force Quit, for instance, being an 
exception) a non-malicious program would kill a running process of a common 
AV. Intuitively, this bait has high malicious code specificity. It may have low 
sensitivity depending on how many ACPs attempt to terminate the dummy 
processes. 
 

2) Network Shares 
Another common ACP tactic is spreading via network shares. A mechanism was 
implemented to mount and remove network shares and monitor them for access; 
the rationale being that spreading is common for malicious code with network 
shares representing tempting targets. A Defender directory was mapped to a 
network drive on the Gameboard. The directory was monitored for changes, 
immediately alerting the Denfender if an attempt was made to write to the network 
share. 
 
Since USB keys were used by Conficker and the 2008 Central Command attack for 
spreading, attempts were undertaken in conjunction with the network shares. It 
turned out to be harder than anticipated, due to the way VMWare handles USB 
devices. 
 

3) Data and System Files 
A similar mechanism can be used for bait files. As the January 2010 Aurora attack 
showed, industrial espionage targets the confidentiality of intellectual property, 
such as AutoCad design files. By data-tainting a seemingly high value file, it is 
hoped that an attribution trail can be established. Steganographic means may be 
pursued, but a simpler mechanism was chosen for proof-of-concept. 
 
A data file was created on the host machine containing a bogus .gov or .mil email 
address (or other attractive metadata), then copied into the Gameboard and 
monitored for activity. This bait aims to coax out malicious actions of potential 
ACPs: Some instances of malicious code will search a filesystem looking for 
anything that looks like email addresses, accounting spreadsheets, Outlook .pst 
files or other data files. Using the same monitoring program from the network 
share bait, this bait would be tripped on file access or, at a later point in time, by 
bogus email usage. Although this bait is straightforward to implement, it may have 
lower specificity due to installed indexers like Google Desktop. This mechanism 
may also be applied to sensitive system files, complementing Windows File 
Protection.  
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4) AV Sites 
Editing the Windows Hosts file is a way that malicious code will attempt to block 
web access to AV websites. This is an example of an ACP’s self-defense trait with 
high specificity. 
 
A bait program was written to test connectivity to many known AV websites. The 
bait program read URLs from a config file and sent http requests to the web-server 
from within the Gameboard. The first request was sent to the URL; then, using an 
external DNS server, the same request was sent to the corresponding IP address. 
Return codes were then compared to determine if malicious code had tampered 
with web requests. If no determination could be made, a HTTP request was sent by 
the Defender from the outside and used as a control to compare the previous 
samples taken from within. Determining whether malicious code is interrupting 
connections to AV servers constitutes a highly specific indicator of malicious 
behavior. In 2010, a similar method was used for the Conficker Eye Chart test to 
test for Conficker infection. 
 

5) User Activities 
Another scheme is to simulate normal user behavior to coax out malicious ACP 
action. Any form of day-to-day user activity might constitute a trigger for 
malicious code. Such activities include, but are not limited to, checking email, 
program execution, online banking, or social networking. These activities are 
simulated and monitored for interruption or abnormal execution.  
 
As a proof of concept, Visual Basic (VB) scripts were used because of the tight 
integration with Windows and the MSDN references [21][22]. These scripts were 
deployed onto the Gameboard. Although this needs to be verified empirically, the 
script’s execution isn't likely to be detectable with an acceptable false positive rate 
by malicious software because MS Windows’ handling of VB scripting through 
wscript.exe. The observable change the ACP sees is wscript.exe running, but there 
is no straightforward way to tell what it is doing or that it is a Defender's bait 
script. An example is given in Figure 2, a Yahoo login script controlling a Firefox 
browser. 
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Figure 2: Navigating Firefox to Yahoo.com with wscript.exe 

This example shows logging into a Yahoo mail account, opening a new tab, and 
navigating to a different website. Should an XSS injection be detected (in 
conjunction with an open source tool, XSSer), the Defender is notified. This 
feature is being validated further. 
 

6) Thread Injection 
Windows’ CreateRemoteThread(..) serves as a prevalent exploit vector for 
malicious code. This function, exposed by Windows executables, enables the 
injection of an arbitrary thread inside the memory space of other processes [23]. 
 
Similar to the Dummy Process bait, a process is deployed to run within the 
Gameboard, continuously querying its number of threads. Once the bait process 
detects additional threads, it reports back to its monitor outside the Gameboard and 
terminates. Detection of remote thread injection was chosen under the assumption 
that it represents both a highly specific and sensitive trigger of malicious activity in 
non-debugging environments. 
 

7) Macro-Enviromental Triggers 
Under development are so-called macro-environmental triggers, such as 
controlling tick time within the Gameboard. By speeding up or slowing down tick 
time, time-dependent actions could be triggered, thus allowing for more inference 
anent ACPs’ decision structure, patterns and/or movements. Macro-environmental 
triggers are by their very nature not highly specific: sudden loss of resources such 
as RAM/HDD shortages and network congestion have been shown in other 
contexts to crash programs in unexpected ways [14]. 

C. Defender 
As noted, the Defender schedules, organizes, and monitors the baits, as well as 
coordinates defensive responses. It also keeps track of information about the 
Gameboard, such as logins and file paths.  
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The Defender loads information about the baits it intends to run from a config file. 
These baits are then deployed in an order, timing and frequency determined by a 
dynamic engagement strategy. The baits write information back to the controller 
via a pipe: millisecond timing analysis, bait trip counts, and errors are subsequently 
stored in a database. This aggregate evidence is used to weigh different hypotheses 
(using a Bayesian log likelihood model selection approach [16]) anent the observed 
behavior and formulate dynamic engagement strategies. This is still under 
development; in the proof-of-concept prototype, only static strategies have been 
implemented so far. 

V. PRELIMINARY EMPIRICAL VALIDATION 
Implemented baits are summarized in TABLE II.  The rightmost column lists 
malicious code examples that informed the design of the baits.   

TABLE II.  IMPLEMENTED BAITS AND MALWARE TRIGGERS 

Bait Name Bait Action Malware example 
Dummy 
processes 

Inject false antivirus programs 
into the OS process list and 
monitor for halt in execution 

Conficker  [24] (kills AV processes), Bugbear [25] 
(shuts down various AV processes), Vundo[26] 
(disables Norton AV)  

Network 
Shares  

Mounts and removes network 
shares on the client then 
monitors them on the server's 
side for activity 

MyWife.d  [27] (attempt to delete System files on 
shared network drives), Lovgate [28]  (copies itself to 
all network drives on an infected computer), 
Conficker  (infects all registered drives) 

Files Monitors system critical or bait 
files on the client for activity 

Mydoom.b  [29] (alters the host file to block web 
traffic), MyWife.d (deletes AV and system programs), 
Waledac.a [30] (scans local drives for email 
addresses) 

User 
Action 

Executes “normal” user 
behavior on the client system 
and monitors for unusual 
execution 

Mydoom.b (diverts internet traffic, thus altering what 
is expected to appear), Vundo (consumes system 
resources and slows or impedes program execution) 

Thread 
Injection 

Continually queries its number 
of threads for any changes 
from the expected number 

Poisonivy [31] (injects code into processes such as 
‘explorer.exe’ or ‘msnmsgr.exe’), Pandex [32]  (seeks  
‘iexplore.exe’ program to inject its code) 

 
The Win32 MyDoom.b email worm was used to generate the following time line 
points: t0a (bait setup), t0b (bait deployed and ready to be triggered), t1 (malicious 
code is executed), t2 (bait is triggered), and t3 (bait is recalled/terminated) as 
described in Table III.  

TABLE III.  MYDOOM.B TIMING RESULTS (AVERAGE  IN SECONDS) 

Bait  t0a 
 

t0b t1 t2 t3 

Files (watching critical directories) 67 68 68 69 70 
User action (checking AV websites) 70 71 68 73-103 103 

 
These preliminary timing experiments are consistent with the second assumption 
stated in the beginning of Section III: ACP runtime behavior can be influenced by 
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Gameboard perception. Many of our samples actually failed to run within the 
Gameboard. Upon closer inspection, it seems that the virtualized environment 
provides a certain amount of protection in itself; malicious software often checks 
whether it is running in a debugging and/or virtualized environment and 
subsequently does not exhibit malicious behavior [33].  

VI. FEASIBILITY AND FUTURE WORK 
It should be clear from the exposition that this experimental framework is merely 
at an early proof-of-concept stage. Whatever research direction is charted, 
quantification of metrics and empirical validation are to be addressed since they 
represent methodological lacunae in the literature. A meta-survey of ninety 
security papers between 1981 and 2008 showed that quantified security was a weak 
hypothesis because of lack of validation and comparison against empirical data 
[34].  Bearing this in mind, future research must additionally tackle the following 
issues: 
 
Behavior inferred by the stimuli-response framework needs to be modeled. 
Leveraging previous behavioral ontology work [35] and following Shannon’s 
terminology for Markovian models, a mechanism was recently proposed to extract 
and characterize cyber-behavioral traits of humans for classification, prediction and 
change detection purpose. That framework introduced the notion of 0th (atomic 
elements), 1st (atomic + frequencies + context), and 2nd order (probabilities of 
sequence of activities + context) behaviors. The approach has been evaluated in 
domains such as military targeting, stress monitoring, and insider threat detection 
with encouraging results [36].  
 
From a game-theoretic perspective, the game may be played with obscuring 
participants. Obscuring participants may be able and willing to play sub-optimally 
(not take baits for example) to thwart behavioral estimates. In the context of cyber 
adversaries, maximum-entropy and hidden Markov model methods have been used 
to estimate subgame probabilities (i.e. the proportion of time spent in malicious 
and benign subgames). This approach may be extended to obfuscating adversaries, 
who attempt to hide their subgame probabilities [37]. 
 
Lastly, in order to transition the framework to production systems, the performance 
and stability challenges of scaling to 100,000s of virtualized hosts on infrastructure 
clouds will have to be kept in mind at design time [38]. 
 
As noted, the project end vision is an autonomic framework playing a repeated, 
dynamic, imperfect information, non-cooperative stimuli-response game which 
probabilistically identifies, then impedes, quarantines, subverts, possibly attributes 
and possibly inoculates against suspected adversarial cyberspace participants. 
Speculatively, an autonomous defense ‘alter ego’ for human decision makers is 
envisioned which, when coupled with physiological sensors, remains poised to take 
over when human judgment is deemed to be too affected by emotions and/or 
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information overload. As far-fetched as this may sound in 2011, skeptical readers 
are invited to peruse the US Air Force Chief Scientist's vision for 2010-2030 [39]. 
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