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## Introduction

Two-sided matching markets are everywhere around us, when booking a cab through a mobile app, applying for a school place for your child to school or even allocating landing slots to airplanes. Usually in these markets agents on both sides have certain preferences regarding each other. For instance, passengers have preferences about the price, quality and type of a taxi and similarly, the driver may prefer passengers with a longer travel distance. Families prefer certain schools over others, while due to local regulations, primary schools usually prioritise children on the basis of proximity. These matching markets have been extensively studied in a static centralised situation, where all participants share their information with a central clearing house, which then handles the allocation. A seminal paper by Gale and Shapley (1962) initiated this type of research by providing simple axioms and an algorithm to compute the allocation.

The inner workings of markets have long been at the centre of economics research. The (neo)classical assumptions are that sellers and buyers are rational, somehow find each other at the decentralised marketplace and agree upon a price. This commodity market usually has an equilibrium price, meaning that after all agents willing to sell or buy a good at a specific price have transacted, there are no more agents left willing to sell or buy at that price. If the price is too high, there might be some agents who are willing to sell. Alternatively, some might still be willing to buy at too low a price. Although the equilibrium price may exists, the question remains how self-interested agents would find that price. Walras (see e.g. Bowles, 2004, p. 216) proposed a process for such a market. This process involves an auctioneer, now known as a Walrasian auctioneer, who iteratively collects cost and value information from agents and proposes a price. However, this type of market tends to be considered as highly centralised as it precludes all out-of-equilibrium trading and thus, not realistic in real-world markets.

The questions of market and mechanism design are also prominent topics in theoretical economics (Klemperer, 2004b; Milgrom, 2004), also more recently in computer science (Roughgarden et al., 2007) and even physics (Smith et al., 2003; Farmer et al., 2012). Several Nobel prises have been awarded on the study of economic design. To Leonid Hurwicz, Eric S. Maskin and Roger B. Myerson "for having laid the foundations of mech-
anism design theory" Nobelprize.org (2007). To Alvin E. Roth and Lloyd S. Shapley "for the theory of stable allocations and the practice of market design" (Nobelprize.org, 2012), which started by Gale and Shapley (1962). In fact William Vickery, joint with James A. Mirrlees, received the prise even sooner "for their fundamental contributions to the economic theory of incentives under asymmetric information" (Nobelprize.org, 1996). Vickery's fundamental paper was on the second-price auction (Vickrey, 1961). Search friction, which is central in uncoordinated matching markets, has also received attention from the Nobel prise committee in the award to Peter A. Diamond, Dale T. Mortensen and Christopher A. Pissarides "for their analysis of markets with search frictions" (Nobelprize.org, 2010).

Computational agent-based economics studies the outcomes of economic processes of interacting agents (e.g. Tesfatsion and Judd, 2006; Sterling and Taveter, 2009; Leyton-Brown and Shoham, 2009). These agents might not behave in a perfectly rational manner, or possess enough information to do so and exhibit learning by doing. Neoclassical economics emphasises the study of equilibria as it is often feasible to solve the allocation market models by showing at least one good equilibrium with axiomatic analysis. This might be a reasonable approach, if operating under the assumption that economies tend to stay close to an equilibrium. Although there might exist an equilibrium, where the transactions take place under conditions of perfect knowledge and rationality, the equilibrium analysis does not specify a decentralised process by which to find such a competitive equilibrium (e.g. Bowles, 2004, p. 216).

A complex systems based approach to economics puts the agent-based interaction model centre stage (e.g. Kirman, 2016). The main argument is that the interaction model is an important factor in determining the outcome. Furthermore, it is no longer that easy to analyse these systems using fixed-point theorems, but as stated by Durlauf and Young (2001)

The hallmarks of this approach are, first, to explicitly model a socioeconomic system as a collection of heterogeneous individuals. Second, individuals interact directly as well as through prices generated by markets. Peer groups, social networks, role models, and the like have a prominent place when it comes to determining individual behaviour. Third, individual preferences, beliefs, and opportunities are themselves influenced by the interactions that characterize the system. Fourth, the analysis of such processes draws from methods in stochastic dynamical systems theory, supplemented by large-scale simulation techniques. (p. 11)

The double-auction market mechanism is often used in financial trading. This is similar to the Walrasian model, but more decentralised and detailed about how information is shared and trades actually occur. In terms of allocative efficiency, simple rules suffice to find the competitive equilibrium price even with randomised behaviour both in an agent-based model (Gode and Sunder, 1993b) and also in the context of human experiments (Gode and Sunder, 1993a). A significant part of research revolves around how to actually establish the required trading rules. The current state of the financial market demonstrates that setting such rules is not easy (e.g. Patterson, 2012; Budish et al., 2013; Lewis, 2014).

However, as regards matching markets, there is no market-clearing price, all the goods are substitutes and agents have to figure out their utility for each individual good. Conversely, in a commodity market, goods have a type and the only question is how to trade one type of good for another. The mediating institution is usually money, i.e. the goods have an associated price for which an agent can buy or sell it. In contrast, in a matching market all the goods are potentially different. As an example of a two-sided matching market, multiple jobs may be available, but agents have different preferences for them which are dependent on more than only the wage. Another example is multiple schools in which agents have a different level of desire to obtain a place. The main characteristic typically of a matching market is that there is no price associated with being matched to a job or a place in a school. People usually do not buy or sell jobs (see e.g. Bowles, 2004, p. 292 for discussion) or municipal school positions. In the latter case, allocation is usually restricted by the law and other considerations.

Although the motivations are different for job matching and school allocation, the models are similar. For example in the school market, there might be 50 or 1000 schools and agents have to form their preferences. In a job market, the positions, companies and locations are different and workers have to form their preferences, but it is hard to gain access to all of the information in order to form a preference list. Moreover, what further complicates the situation is the fact that agents need to determine how to act based on the (available/obtained) information. In some cases, it might be easiest to simply start from one's most preferred option and progress decreasingly. However, this method might not always be beneficial as it could potentially waste time while another agent could seize a feasible, but less preferred option. Furthermore, thinking strategically is not only relevant at decentralised marketplaces, but also regarding centralised clearing-houses. Sometimes even if school choices are centralised, it is beneficial for families to consider different strategies for revealing their preferences (e.g. Abdulkadiroğlu and Sönmez, 2003). However, designing safe and optimal matching markets is possible Gale and Shapley (1962). Still, there is a variety of de-
tails to be considered, such as application quotas (Dur et al., 2013; Aygün and Bo, 2013), couples (Roth and Peranson, 1999), contracts (Hatfield and Milgrom, 2005) and more. In these market the details matter. Nonetheless, as these papers show, there is success in designing these markets which has also been studied before in Estonia in the context of college admission (Veskioja, 2005).

Nevertheless, often the matching market may not be centralised. Roth (2008) points out three main aspects of failure for a matching market: unravelling, thickness (congestion) and strategic behaviour. A centralised clearing-house based on the deferred-acceptance algorithm by Gale and Shapley (1962) would solve the problems of unravelling, congestion and strategic behaviour to an extent. Nonetheless, there remains the problem of attracting participants to the market. Furthermore, establishing a centralised allocation may be difficult due to potential opposition from market participants. For instance, certain agents might benefit from a decentralised market and hence, not be interested in coordinating. Roth (2015) observes uncoordinated and decentralised matching markets becoming more relevant in the sharing economy and thus the issues mentioned more acute. Ackermann et al. (2008) studies the computational aspects of certain interaction models and shows that the time required to find a stable solution similar to the result of the deferred-acceptance algorithm is at least exponential regarding the number of agents.

However, the operation mechanisms of decentralised markets have not been extensively studied (Roth, 2008, p. 563). Similarly to a competitive equilibrium model, there is an analytical model for a decentralised jobmarket, namely the matching function (Petrongolo and Pissarides, 2001). This models the probability of a free agent being matched to a certain open position, but does not specify how the interaction and discovery process work. Rather the probability is attributed to characteristics such as education, experience, etc. and frictions that maybe attributable to an interaction model. Nevertheless, the matching function still neglects to specify the agent coordination model.

Moreover, with the growth of the internet economy, several matching markets have emerged (e.g. Evans and Schmalensee, 2016; Choudary et al., 2016). These matchmakers are often also two-sided, matching apps to users, taxis to passengers, etc. While in many situations the goods on one side can be considered unlimited, e.g. one user downloading an app does not limit others doing so as well, in other situations the goods are limited. For instance, if a taxi is booked, no other passenger can order the same taxi.

Currently, the matchmakers are concerned with attracting participants to their platform to solve the thickness problem. Thus, the transaction pricing model has been the main concern for these businesses (Rysman,

2009, p. 140). The main function of these platforms is to help market participants to find each other. Usually, there is no coordinating mechanism behind the platform, e.g. the Deferred-Acceptance algorithm. Rather, agents take simple myopic short-term greedy actions to select a match. The decentralised and dynamic nature of the markets compels us to ask if we can do better.

In the thesis, the progression is made from a decentralised to an optimal centralised two-sided matching market. We start the thesis by investigating behaviours in decentralised two-sided matching markets. We compare the matching size and allocated rank with different behaviours in a decentralised matching market, as well as to a centralised clearing-house based matching market. We proceed by studying the centralised two-sided clearing-house used in the Tallinn primary school choice mechanism. As this a manipulable mechanism, we investigate the equilibrium strategy and compare it to an optimal and strategy-proof mechanism. Finally, we use an optimal and strategy-proof mechanism to examine policies for constructing priorities for kindergarten allocation. We also compare the efficiency and fairness properties of the different policies.

## Motivation

The main examples serving as our motivation are the different place allocation models in use in Estonia. The two cases we study are the primary school allocation in Tallinn and kindergarten allocation in the municipality of Harku. In brief, the procedure in Tallinn consists of two parts: first, a decentralised allocation of children to selective groups and schools; second, a centralised allocation of the remaining places. In Harku, the allocation is centralised, although it is decided by a committee of the heads of kindergartens.

It is unclear how effectively families manage to behave in these allocation settings. First, in a decentralised situation they might give up early rather than wait for an opening in a more preferred school, or they might limit the number of schools they apply to. This creates a kind of a lock-in, where several families stick to their position and thus, a favourable trade might not occur. The behaviour that would guarantee a place for a family at their most preferred school in the second centralised stage of the Tallinn process is also not clear. The collection procedure limits the choices of families to three, which moreover cannot even be submitted in a preferential order. Families have the motivation not to present their true preferences for various reasons and the data will show that families do try to consider how best to present their preferred schools.

The aim of the thesis is to investigate these matching markets. Firstly, a way of modelling the behaviour of agents in decentralised markets is proposed followed by a comparison of the aggregate outcomes with an optimal centralised mechanism. Second, a game-theoretic model of the centralised part of the Tallinn school choice mechanism is proposed and the equilibrium behaviour as well as the outcome of that mechanism is investigated.

The main way of improving the allocations in matching markets is to design a deferred-acceptance based centralised market. The municipality of Harku has operated a nearly centralised clearing-house for several years. However, families can only submit three alternatives and sometimes these were not enough to provide a place. Consequently, other alternatives were suggested to the families. This has the potential to create misallocations, as a family could have received a higher-ranked place, if it had stated initial preferences differently. In addition, the main criteria for selecting children is the application date. Harku is interested in making their allocation more flexible, based on distance from kindergarten and any siblings in the same kindergarten. As such considerations alter the ordering of children for kindergartens and the mechanism should take this into account. In order to have a simple and optimal allocation mechanism for families, a redesign of the clearing-house mechanism was required. The mechanism used thus far was widely known to be unsatisfactory for families, even more so when there is a limit on the number of preferences to be submitted.

## The claims and contributions

The central claim of this dissertation is that designing allocation rules requires very detailed consideration, as minor elements in the design can have adverse effects on the final allocation. This can be due to the behaviour of the agents or because of rule design for a dynamic environment. In order to support this main claim we examine three claims in the dissertation:

A In an uncoordinated and decentralised market, the behaviour of agents is the key determinant of the matching properties - size and rank. We aim to show that a decentralised market is significantly worse in terms of assigned agents and assigned rank than a deferred-acceptance based centralised matching.

B Merely centralising the allocation process is insufficient. We aim to show that the centralised Tallinn school choice mechanism design incentivises agents to report insincerely. In addition these behaviour results in a less preferred match for some agents, while benefitting other agents compared to an optimal allocation.

C Even with a mechanism where agents are motivated to report truthfully and are guaranteed an optimal match, we aim to show that the allocation is sensitive to the implementation of the policy and to changes in the structure of family preferences. For example a policy of matching children to nearby kindergarten can be implemented either by absolute or relative distance. The comparative allocated rank is significantly different depending on the choice between the two.

To support these claims, we conduct three computational experiments in the matching market framework. The basic assumption of agents with preferences is the same in all models. We look at three two-sided matching environments: a decentralised market, a centralised manipulable and a centralised truthful mechanism design.

## Outline of the dissertation

In chapter 1 we review the fundamentals of mechanism design and game theory, including the relevant concepts for this thesis. Examples are provided of axiomatic design of mechanisms for auctions, fair division and matching. Additionally, we discuss aspects of mechanism design wherein the analytic axiomatic approach is intractable and we also motivate a computational approach.

In chapter 2 we develop three simple behaviours in a uncoordinated and decentralised matching market. The behaviours range from simple one-shot matching choices to more sophisticated behaviour for producing a successful matching transaction. It emerges that the myopic behaviour proves superior to more informed behaviours in terms of matching size, but inferior to the utility of the average agent. The main dimension explored are market thickness, i.e. the balance between the numbers of agents on the two sides of the market. We manage to recreate a Beveridge curve similar to the one observed in job market literature. The second component is the structure of the preferences of agents and its impact on the Beveridge curve. We compare the decentralised mechanisms to a centralised clearing house based on the deferred-acceptance mechanism. We use a median rank to measure the efficiency of a matching. We found that the median rank can be as much as 20 times worse in a decentralised market than in a centralised deferredacceptance based market, which occurs when correlation in preferences is small and the lists are long. Moreover, in the case of longer preference lists, the decentralised mechanism has many unassigned agents and the matching is unstable. On the other hand, a centralised mechanism computes a stable matching, usually with almost no unassigned agents.

In chapter 3 we describe a mechanism used for primary school allocations in the city of Tallinn. We observe that the mechanism is complicated and consists of multiple stages of decentralised and centralised matchings. We define and further explore the centralised mechanism in Tallinn school choice. By using genetic algorithms, we show how the Tallinn mechanism incentivises families to manipulate their preference revelation by reporting only a few schools, and not always from the top of their preference list. This claim appears to match the observed behaviour. In addition, it emerges that the expected utility in the Tallinn mechanism is higher compared to the widely used deferred-acceptance mechanism, although the number of unassigned students is also higher.

In chapter 4 we study kindergarten allocation practices in an Estonian municipality, Harku. We describe the allocation practice used until 2015, followed by an overview of the 2016 system, which was redesigned on the basis of our recommendations. The new mechanism provides a child-optimal stable matching, with priorities based on siblings, distance and other factors. We evaluate seven policy designs in order to understand efficiency and fairness trade-offs based on the 2015 and 2016 admission data. In addition to the real data analysis, we conduct a counter-factual policy comparison and sensitivity analysis using computational experiments with generated preferences. The findings show that different ways of considering the same priorities can have a significant aggregate effect on the allocation.

In chapter 5 we conclude the thesis. We discuss the assumptions in all of the conducted experiments. We view the types of markets as stages in moving towards an optimal centralised market allocation. Finally, we assess the claims and their validity in light of the obtained results.

## 1 Mechanism Design Background

### 1.1 Game theoretic foundations

Game theory analyses situations, where agents are seeking to maximise their utility in an interaction with other agents. We assume the agent's utility is known to the agent and he can assign values to different outcomes of the game. A simple game consists of agents and their strategies. In Table 1.1 we describe a well-known game of Prisoner's dilemma with two agents: Alice and Bob, with both having two possible strategies: cooperate and defect. The intersection of each strategy describe the payoff (utility) profile for the agents if they jointly choose to play some strategies. For example if both would select to cooperate, they payoff for both would be 4 for both.

The game can be thought of as a model of resource economy. If two agents would cooperate on managing the resource, by not over-consuming, they would both receive an utility of 4 . However, if just one over-consumes then he would receive greater utility. And if you see the other agent overconsuming you might as well over-consume, because that will increase your utility from 0 to 2 . Over-consuming will lead to unsustainable state, thus the utilities are lower.

Table 1.1: Tragedy of the commons (Prisoner's dilemma)

|  |  | Alice |  |
| :---: | :--- | :---: | :---: |
|  |  | Cooperate | Defect |
| Bob | Cooperate | 4,4 | 6,0 |
|  | Defect | 0,6 | 2,2 |

If Bob would cooperate we can easily observe that Alice would do better by playing defect, that is her utility $u_{a}$ would increase from 4 to 6 . Similarly we can reason, if Bob would play defect, Alice's payoff would also be greater if she played defect. Since the game is symmetric, we can change the names
of the agents and the payoffs would be the same, then the same reasoning applies to Bob. So the result of the game would be for both to play defect. This is the unique, dominant strategy, Nash equilibrium of the game.

Definition 1. Best response for agent $i$ to a strategy profile $s_{-i}$ is a strategy $s_{i}^{*}$, such that $u_{i}\left(s_{i}^{*}, s_{-i}\right) \geq u_{i}\left(s_{i}, s_{-i}\right)$ for all strategies $s_{i}$.

We denote by $s_{i}$ the strategy of agent $i$ and with $s_{-i}$ strategies for all other agents but $i$. In the Prisoner's dilemma example both agents play their best response strategies.

Definition 2. Nash equilibrium is a strategy profile $s=\left(s_{1}, \ldots, s_{n}\right)$ if for all agents $i, s_{i}$ is a best response to $s_{-i}$.

Depending on the game there might be multiple Nash equilibria (e.g. Leyton-Brown and Shoham, 2009). The game in Table 1.1 is also interesting that agent always play defect regardless of the other agent, so the defect strategy is the dominant strategy of the game.

Definition 3. Dominant strategy $s_{i}$ for an agent $i$ is a strategy that is best response to all possible strategy profiles $s_{-i}$

If we look at the game in Table 1.1, we see that both agents would be better off by cooperating, but this is not strategically viable. Ideally we would like the game's Nash equilibrium solution to be Pareto optimal.

Definition 4. A strategy profile $s$ is Pareto dominating if for any other strategy profile $s^{\prime}$ for all agents $i, u_{i}(s) \geq u_{i}\left(s^{\prime}\right)$ and for some agent $j$, $u_{j}(s)>u_{j}\left(s^{\prime}\right)$.

Definition 5. A Pareto optimal strategy profile s does no have any strategy profile s' that would Pareto dominate it.

In the game described in Table 1.1 both agents cooperating is the Pareto optimal outcome of the game. Although there are other Pareto optimal outcomes, only both cooperating Pareto dominates the equilibrium solution. The question for mechanism designer is how to design the game such that when agents play their best strategy, the outcome would be good, e.g. Pareto optimal. In later sections we will see depending on the game model, there might be different optimality notions.

A central planner might provide incentives so the payoff structure of the games changed, like for example in Table 1.2. This might be also achieved using institution or social norm (Põder, 2010), exactly how this is accomplished not important here, but the equilibrium solution should emerge for both agents to cooperate.

Table 1.2: Tragedy of the commons (Prisoner's dilemma)

|  |  | Alice |  |
| :---: | :--- | :---: | :---: |
|  |  | Cooperate | Defect |
| Bob | Cooperate | 8,8 | 6,4 |
|  | Defect | 4,6 | 2,2 |

So far we considered a game where the strategies of other agents we known to all agents. In a more general setting the payoffs for a particular strategy might be unknown, but there is some probability distribution over the payoff structure of the game.

There is a set $\theta \in \Theta$ of possible games each with a probability $p(\theta)$. The game still has a set $A$ of actions. By $s_{j}\left(a_{j} \mid \theta_{j}\right)$ we denote the equilibrium strategy in a particular game, which is one when action $a_{j}$ is played when game is $\theta_{j}$. This might also be a probability, when the equilibrium strategy is not pure, but for simplicity we have not considered here.

Definition 6. Agent's Ex ante expected utility is defined as

$$
E\left[u_{i}(s)\right]=\sum_{\theta \in \Theta} p(\theta) \sum_{a \in A}\left(\prod_{j} s_{j}\left(a_{j} \mid \theta_{j}\right)\right) u_{i}(a, \theta)
$$

Definition 7. Best response in a Bayesian game is

$$
B R_{i}\left(s_{-i}\right)=\underset{s_{i}^{\prime} \in S_{i}}{\arg \max } E\left[u_{i}\right]\left(s_{i}^{\prime}, s_{-i}\right)
$$

Definition 8. Bayes-Nash equilibrium is a strategy profile that $\forall i s_{i} \in$ $B R_{i}\left(s_{-i}\right)$

Assume now that with probability $\frac{1}{2}$ we play the game in Table 1.1 and with probability the game in Table 1.2. The expected utility of the game for Alice and Bob would be $E\left[u_{A}\right]=E\left[u_{B}\right]=\frac{1}{2} 2+\frac{1}{2} 8=5$ as the equilibrium of the second game is both cooperating with a payoff of 8 .

To find the equilibrium of the join game we have to compute the expected utilities for each combination of actions as in Table 1.3. The Nash equilibrium of the game is $(D C, D C)$ as expected. In the first game Alice and Bob would both play defect and in the second game cooperate, as we also found when we reasoned individually. This might no always be the case, depending on the probabilities of being in one game or the other.

However real-world is more complex and interactions are usually not one-shot games as described above, rather interactions are repeated. So the strategies would have to specify longer term behaviour. One way to model these is to use so called folk theorems, which specify a strategy for next round as a response to observations from previous round(s).

Table 1.3: Joint game

|  |  | Alice |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CC | CD | DC | DD |
| Bob | CC | 6,6 | 5,4 | 7,4 | 6,2 |
|  | CD | 4,5 | 3,3 | 5,3 | 4,1 |
|  | DC | 4,7 | 3,5 | 5,5 | 4,3 |
|  | DD | 2,6 | 2,2 | 3,4 | 2,2 |

In Figure 1.4 we present some folk strategies in repeated interactions. Here Always defect and Always cooperate ignore observations from previous rounds. However Tit-for-Tat always adjusts to the observations, when the other side defects $(\cdot, D)$ it also defects and when the other side cooperates $(\cdot, C)$ it also continues or changes to cooperation.

Table 1.4: Strategies in a repeated game


If we put these strategies to a similar matrix game, we would obtain the payoff structure as in Table 1.5. There are two equilibrium strategies here $s_{1}=$ (Always defect, Always defect) and $s_{2}=$ (Tit-for-Tat, Tit-for-Tat). So we see that once there is some adaptivity and retaliation to defection, cooperation is suddenly a feasible strategy as opposed to a myopic, oneshot, behaviour.

Table 1.5: Mean payoffs in an infinite game

|  |  | Alice <br> Always <br> defect |  |  |
| :---: | ---: | :---: | :---: | :---: | Tit-for-Tat

Also the potential strategy-space in these games is very large and the best responses depend on the strategies in the population. Here computational experiments are the main tools applied. One potential implementation is by Wilensky (2002) in NetLogo (Wilensky, 1999). Table 1.6 shows
mean payoffs in three possible populations using Wilensky (2002) for about 200,000 iterations. In the experiment each agent remembers other agents' previous actions and acts according to its strategy.

Table 1.6: Mean payoffs ( $\bar{u}$ ) in repeated Prisoner's dilemma

| Strategies | $\bar{u}$ |  | Strategies | $\bar{u}$ |  | Strategies | $\bar{u}$ |
| :---: | :--- | :--- | :--- | :--- | ---: | :--- | :--- |
| Tit-for-Tat | 1.95 |  | Tit-for-Tat | 2.31 |  | Tit-for-Tat | 2.29 |
| Always D | 1.00 |  | Always D | 2.39 |  | Always D | 2.54 |
|  |  |  | Always C | 1.96 |  | Always C | 1.85 |
|  |  |  |  |  | Random | 2.25 |  |

In a population with no cooperators, Tit-for-Tat is better than always defecting as they have higher payoffs when playing against agents with the same strategy. However when cooperators are introduced defector can take advantage of them and gain higher payoffs. Even random agents do better than cooperators, in fact they do almost as good as Tit-for-Tat, although it is also dependent on the population. In longer and more complex repeated games it might be hard to figure out a best response as the strategy might be very complicated. For example to find a good strategy automata has been subject for research for quite a while (Axelrod, 1980; Nowak and Sigmund, 1993; Sigmund, 2010), and still is (Blake et al., 2015).

### 1.2 Auctions

In most well known auctions types there is one good for sale by one seller and there are multiple potential buyers for the good. Each buyer has some value $v_{i}$ for the item. The question is how to design a system (auction) that have some good performance guarantees. We'll look at two types of performance measures: maximising social welfare and maximising expected revenue of the seller.

We usually concentrate on looking at sealed-bid auctions. In a sealedbid auction buyers submit their bid to an auctioneer so that other buyers will not see it. Then the auctioneer makes the decision to whom to allocate the good and their payment. In most cases the good is allocated to the highest bidder and the payment amount will depend on the chosen auction format.

There is also another type of auctions, called open-cry auction. This is a more traditional format, where each bidder publicly announces his bid and the highest bidder wins. The price paid is usually the announced bid.

We continue by analysing the sealed-bid auctions. In some sense these auctions can be thought of as an equivalent to some open-cry auctions, although not in all aspects, like for example information about others valuations.

### 1.2.1 The first price auction

First price auction is probably the most well-known choice for auctioning. In the first price auction the good is allocated to the highest bidder and the bidder pays the amount he bid. The obvious question for the bidder is: What to bid?

Let us look at a situation where the bidders know the distribution of valuations of other bidders, but not the actual values. Assume it has a uniform distribution and is between $[0,1]$. Let $b_{i}$ denote the bid of agent $i$ and as before $v_{i}$ his true valuation. However a bidder $i$ knows his own valuation $v_{i}$. If the bidder wins, his utility from the payoff will be $u_{i}=v_{i}-b_{i}$ and in the case of losing $u_{i}=0$. This is known as the quasi-linear utility setting. That is agents only care about their own value and payment and it does not depend on the total amount of money he has (Leyton-Brown and Shoham, 2009, p. 268). Additionally, in uncertain settings, we assume the agents want to maximise his expected utility, i.e. they are risk-neutral.

An aspect we will not look at too closely is agent's risk attitude. In a first price auction it matters what is the agent's risk attitude to what he would bid, here we assume that all the bidders are risk-neutral. See Klemperer (2004a) for more references on risk-aversion.

If there are only two risk-neutral bidders with values drawn independently and uniformly from $[0,1]$ then $\left(\frac{1}{2} \cdot v_{1}, \frac{1}{2} \cdot v_{2}\right)$ is a Bayes-Nash equilibrium strategy (Leyton-Brown and Shoham, 2009, p. 336). Bayes-Nash equilibrium is an equilibrium under uncertainty, we need to reason about the valuation of the other agent. Here we assume the value of the other bidder in drawn from an uniform distribution.

So far we looked at only two bidders. What happens when there are more? It would involve a lot of integrals. In general with $n$ bidders the equilibrium strategy profile is $\left(\frac{n-1}{n} v_{1}, \ldots, \frac{n-1}{n} v_{n}\right)$ (Leyton-Brown and Shoham, 2009, p. 337). Although we can observe that the strategy even for two bidders it is not dominant strategy to bid truthfully. Also the expected revenue from the auction is $\frac{n-1}{n} \cdot v_{\max }$, where $v_{\max }=\max \left\{v_{1}, \ldots, v_{n}\right\}$.

Additionally, the winner of the auction paid the highest possible price for the item. Meaning there is nobody who would be willing to pay the same price. The bidder might have incorrectly valued the item and is now stuck with it, because nobody is willing to pay the same price. This is known as "winner's curse". So bidders might not have incentive to bid their true value.

### 1.2.2 The second-price auction

However there is a better way to run the auction, by using a second-price auction. In the sealed-bid second price auction the winner is still determined by the highest bidder, but the price for the good will be the price of the second highest bidder. Here the weakly dominant strategy is bid your true value (Leyton-Brown and Shoham, 2009, p. 334). Intuitively, when a bidder value is the greatest, he will gain positive utility by bidding his true value although is does not matter how much above the second place value he will bid. Although when he bids lower his utility will be zero.

Both of these auction mechanisms guarantee that the item is allocated to the highest bidder. Although with the first price auction it is only in expectation, it does no necessarily happen in every instance. By allocating the item to the highest bidder we make sure that we maximise the total utility in the allocation - social welfare.

Since there exists a dominant strategy, agents do not need to reason how other agents bid. This is beneficial for bidders, but also for the seller. As revenue from Bayes-Nash equilibrium in first price auction is highly dependent on agents' behaviour, the second price auction is much less so.

If bidder valuations are drawn from an uniform distribution $[0,1]$ and a winning bid is $v_{\max }$ there are $n-1$ other valuations drawn from an uniform distribution $\left[0, v_{\max }\right]$. To find the second-highest bid, we need the 1 st order statistic of the uniform distribution $\left[0, v_{\max }\right]$. The $k$ th order statistic is $\frac{n+1-k}{n+k} v_{\text {max }}$, which is the expected $k$ th largest value of the uniform distribution. So the 1 st order statistic of $n-1$ bidders is $\frac{(n-1)+1-1}{(n-1)+1} v_{\max }=\frac{n-1}{n} v_{\max }$. This is the same as in first-price auction. As is turns out these auctions are expected revenue equivalent.

Theorem 1. Assume that each of $n$ risk-neutral agents has an independent private valuation for a single good at auction, drawn from a common cumulative distribution $F(v)$ that is strictly increasing and atomless on $[\underline{v}, \bar{v}]$. Then any efficient auction mechanism in which any agent with valuation $\underline{v}$ has an expected utility of zero yields the same expected revenue, and hence results in any bidder with valuation $v_{i}$ making the same expected payment (Leyton-Brown and Shoham, 2009, p. 323).

### 1.2.3 The VCG mechanism

The second price auction can be further generalised to multiple items and multiple bidders. The described second-price auctions is also known as Vickery auction, due to its author Vickrey (1961). But this auction applies only to individual items, what if we have a more general setting of multiple items? Or even more generally what might be the goals of a social planner
for selecting and designing a mechanism? Usually three goals are the most prominent (e.g. Narahari et al., 2009, p. 7; Leyton-Brown and Shoham, 2009, p. 273-274; Nisan, 2007, p. 225), although there could be others:

- a mechanism should be strategy-proof, it should always be in the participant's best interest to state their true valuations
- a mechanism should be efficient, the items should be allocated so that they would create the largest value in a society
- it should be feasible, in polynomial number of steps, to compute the solution of the mechanism

All of these properties were satisfied in the second-price auction. We saw it is easy to report ones true valuation; the items were allocated to the highest bidder, thus maximising efficient; last, it was easy to find the solution, it would require $n$ steps, for $n$ bidders.

To generalise the second-price auction, there is a class of mechanisms known as the Groves mechanisms (Leyton-Brown and Shoham, 2009, p. 273-274). It has two components, the allocation rule:

$$
\chi(\hat{v})=\underset{x}{\arg \max } \sum_{i} \hat{v}_{i}(x)
$$

and the payment rule of the form

$$
\wp_{i}(\hat{v})=h_{i}\left(\hat{v}_{-i}\right)-\sum_{j \neq i} \hat{v}_{j}(\chi(\hat{v}))
$$

First we see that the mechanism would always allocated to goods to highest bidders, as this would maximise the $\chi(\hat{v})$. It is important the payments does not depend on $i$-s valuation and the two components of $\wp_{i}(\hat{v})$ do not. If that is satisfied the payment rule guaranteed to be strategyproof. There is also the freedom for the mechanism designer to choose $h_{i}$. Additionally, it turns out, a mechanism is strategy-proof only if it is a Groves mechanism. See Theorem 10.4.3 (Green-Laffont) in (LeytonBrown and Shoham, 2009, p. 278).

The next obvious question is how to select $h_{i}$. There we have Clarke pivot rule (Leyton-Brown and Shoham, 2009, p. 280):

$$
h_{i}\left(\hat{v}_{-i}\right)=\sum_{j \neq i} \hat{v}_{j}\left(\chi\left(\hat{v}_{-i}\right)\right)
$$

This calculates the value of the allocation without the agent $i$. The $\chi$ is still the welfare maximising allocation function. As promised this function $h_{i}$ does not depend on the valuation of agent $i$. The resulting mechanism would be:

$$
\begin{align*}
\chi(\hat{v}) & =\underset{x}{\arg \max } \sum_{i} \hat{v}_{i}(x) \\
\wp_{i}(\hat{v}) & =\sum_{j \neq i} \hat{v}_{j}\left(\chi\left(\hat{v}_{-i}\right)\right)-\sum_{j \neq i} \hat{v}_{j}(\chi(\hat{v})) \tag{1.1}
\end{align*}
$$

What is so special about the Clarke pivot (or payment) rule? First it guarantees that the payment $\chi_{i}(\hat{v})$ is always positive when all valuations are nonnegative (e.g. Roughgarden et al., 2007, p. 219). It is individually rational, meaning it does not create negative utility to be participating in the mechanism. For example an option would be to set $h_{i}=\infty$ or some other large number, but this would always create a huge payment for the participants and they would have negative utility and would not like to participate in the mechanism. And we would still like to make sure it is positive, so the seller can collect some revenue for the goods sold.

Although the VCG mechanism (1.1) satisfies the three properties above, the computational complexity being satisfied when finding an efficient allocation is doable in polynomial time, there still are some good properties it does not satisfy. For one the revenue for the auctioneer might be very low, compared to the winning valuation. There are many others reviewed in (Leyton-Brown and Shoham, 2009, p. 280-288).

### 1.2.4 Optimal auctions

So far we have concerned ourselves with maximising the utility of the society - social welfare. In many situations the auctioneer is instead interested in maximising its own revenue. This arises in many situations, for example Ad-Auctions (e.g. Edelman et al., 2007; Nisan et al., 2009) and selling goods on auction sites (eBay, 2016).

We compared the first- and second-price auctions and found find them to be equivalent in terms of expected revenue. If the second bidder's value is low and the first bidders high, then the auctioneer would gain only low revenue from the auction. Furthermore the revenue can be arbitrarily low even in the VCG and other mechanisms with the same allocation rule. For example consider a situation with three bidders on two items (Ausubel and Milgrom, 2010). Bidder one is only interested in both of the items with a total value of 2 million $€$, whereas bidders 2 and 3 are both interested in just one item are willing to pay 2 million $€$ for an individual item. The VCG would allocate the items to bidders 2 and 3 . The payment in this situation would be zero for both bidders, due to the nature of the payment rule.

In a situation where the seller does not care about economic efficiency, but is just interested in maximising its revenue, revenue-maximising (or optimal) auctions are used (Leyton-Brown and Shoham, 2009, p. 329). The differentiating aspect is that the auctioneer would set a reserve price, below which the item would no be sold. This ensures, for example, if in the secondprice auction the second bid is low and first high, the auctioneer would still extract at least his reserve price. Although is might happen that the reserve price is above the highest bid, in which case the item is not sold. This is the risk the seller would have to take in order to maximise the expected revenue.

Define for each bidder $i$ a virtual valuation (1.2) (Myerson, 1981; LeytonBrown and Shoham, 2009, p. 329).

$$
\begin{equation*}
\psi_{i}\left(v_{i}\right)=v_{i}-\frac{1-F_{i}\left(v_{i}\right)}{f_{i}\left(v_{i}\right)} \tag{1.2}
\end{equation*}
$$

To determine the virtual valuation we would need to know the distribution $f_{i}\left(v_{i}\right)$, from which the value is drawn and the distribution is such that $\psi_{i}$ is increasing in $v_{i}$. Once the virtual valuations are known for each bidder, we use those to find the welfare maximising solution and compute the payments according to virtual valuations. When all the virtual valuations are all negative the item is not allocated. However the mechanism still remains strategy-proof.

So the point $r_{i}^{*}$ where $\psi_{i}\left(r_{i}^{*}\right)=0$ is when virtual value becomes positive and the item is allocated, this can be considered as a reserve price below which the item is not sold. When the distribution for all bidders is the same, this is simply the point $r^{*}$ when $r^{*}-\frac{1-F\left(r^{*}\right)}{f\left(r^{*}\right)}=0$.


Figure 1.1: Revenue with uniform valuations

For illustration let's look at a small scale computational experiment with reserve prices in range $r^{*} \in[0,1]$ and randomly drawn values for all the bidders from $\mathcal{U}(0,1)$. The optimal reserve price $r^{*}$ in this case is $r^{*}-\frac{1-r^{*}}{1}=0 \Longrightarrow r^{*}=0.5$. In Figure 1.1 we see the optimal reserve price with between $2, \ldots, 10$ bidders. We see that having slightly greater reserve price is slightly better than having a reserve price of zero. Also we can observe that overshooting, setting a too high reserve, can also be detrimental to revenue, much more so than not setting a reserve price at all.

Of course the assumption of uniform valuations might not hold and we would require more information to select revenue-maximising reserves, which is hard if the auction has not been run before. Although this has been successfully used in large scale ad-auctions (Ostrovsky and Schwarz, 2011) to increase revenue.

Additionally we see from Figure 1.1 that having more bidders increases revenue and even more than the reserve price. It has been shown that adding one more bidder to an auction is better than an optimal reserve in a single item auction (Klemperer and Bulow, 1996).

Theorem 2. The expected revenue from an auction with $n+1$ bidders and no reserve is at least as high as the revenue from the corresponding auction with $n$ bidders using the optimal reserve price (Milgrom, 2004, p. 148).

### 1.3 Fair division

A slightly different resource allocation problem is fair division. Here there is no seller, who is interested in revenue maximisation. Rather there is a pool of items that need to be allocated between agents, like for example inheritance, divorce settlement, a lot of land etc. A fair division problem has a set of agents and an item or a set of items to be shared. The problem comes in many flavours, it could be:

- one continuous divisible good to be divided - cake-cutting Robertson and Webb (1998); Brams and Taylor (1996)
- several divisible goods - fair division with divisible good Brams and Taylor (1996)
- several indivisible goods - fair division with indivisible goods Brams and Taylor (1996)

The problem of fair division has been present for a long time (e.g. Brams and Taylor, 1999), but is often cited to be first formalised as a mathematical problem by Steinhaus (1948). Initially the main goal was to find an allocation that would guarantee a proportionally $1 / n$ fair share to all agents.

Over time other criteria have been introduced, like envy-freeness, utilitarian, egalitarian solutions, Pareto optimality and Nash's Bargaining Solution (e.g. Chevaleyre et al., 2006; Veski, 2012). More recently with the advent of algorithmic game theory (Roughgarden et al., 2007) the equilibria and incentive properties of different allocation procedures have been studied (Han et al., 2011a; Van Essen, 2013; Brânzei et al., 2016; Aziz et al., 2015), but also computational complexity (Van Essen, 2013; Nguyen et al., 2013).

More formally we have a set of $n$ agents $\mathcal{A}=\left\{a_{1} \ldots, a_{n}\right\}$ and a set $m$ goods or resources $\mathcal{R}=\left\{r_{1}, \ldots, r_{m}\right\}$. The goods, as mentioned, can be of different type: heterogeneous divisible, indivisible and a single continuous divisible good. Each agent $a_{i}$ has some utility $u_{i}$ for resources that is a mapping $u_{i}: \mathcal{R} \rightarrow[0,1]$. It is usually assumed that $\sum_{r_{j} \in \mathcal{R}} u_{i}\left(r_{j}\right)=1$. So the main difference with auctions is how the valuations are treated. While in auctions agents can have various levels of valuations, but eligibility for bidding might also be determined by their wealth, in fair division all agents are treated by ignoring their wealth or access to credit.

We now review some fundamental properties and solution concepts of fair division allocation procedures.

Definition 9. Proportionality is satisfied if $u_{i}(X) \geq 1 / n$ for every agent $a_{i} \in \mathcal{A}$

Definition 10. Utilitarian allocation is $X$ if for any other allocation $Y$ $\sum_{a_{i} \in \mathcal{A}} u_{i}(X) \geq \sum_{a_{i} \in \mathcal{A}} u_{i}(Y)$. Utility of an allocation is $\sum_{a_{i} \in \mathcal{A}} u_{i}(X)$.

This is usually the preferred solution as it produces the highest overall welfare, similar to social welfare (efficiency) in auctions. However this might not always be desired, as some agent might have an unduly low access to a resource. Considering the properties above, utilitarian solution might not necessarily be proportional, although it is always Pareto optimal. Thus we introduce additional concepts that aim for a fairer allocation.

Definition 11. Egalitarian allocation ensures that $u_{i}(X)=u_{j}(X)$ for any pair of agents $i, j$ with $i \neq j$

Definition 12. Envy-free allocation ensures that $u_{i}\left(X\left(a_{i}\right)\right) \geq u_{i}\left(X\left(a_{j}\right)\right)$ for any pair of agents $i, j$ with $i \neq j$

Definition 13. Nash's Bargaining Solution is a solution where the product of individual utilities is at its maximum, i.e. $X$ is NBS if for any other allocation $Y$ we always have $\prod_{a_{i} \in \mathcal{A}} u_{i}(X) \geq \prod_{a_{i} \in \mathcal{A}} u_{i}(Y)$

In bargaining literature the latter is a predicted outcome of a bargaining game similar to the fair division problem. However, agents have to negotiate an allocation rather than having some procedure hand it to them.

Assuming that the agents have enough time and will to negotiate they will eventually reach the Nash's Bargaining Solution (Binmore, 2005; Osborne and Rubinstein, 2011).

### 1.3.1 Single divisible item

The simplest example of fair division is cake cutting between two agents Alice and Bob. Suppose we have a cake with two flavourings (e.g. vanilla and chocolate). Alice has higher preference for vanilla and Bob for chocolate. How should the cake bee divided? The cut-and-choose procedure is simple (e.g. Robertson and Webb, 1998):

- Randomly select an agent as a Cutter
- Cutter splits the cake in two
- Chooser select one of the pieces
- Cutter receives the remaining piece

In a situation where Alice prefers only vanilla and does not know anything about Bob's valuations, the best action for her would be to cut the vanilla part in half. This ensures that Alice will receive at least half of her value. However if Alice knows Bob's valuation they can do at least as good or better. When Bob prefers also only vanilla the result would be the same. When Bob is indifferent or prefers only chocolate, Alice would do better by exactly along the chocolate vanilla line. Bob will pick the chocolate half and the remaining vanilla will remain with Alice. This always assumes that agents are utility maximising.

The cut-and-choose procedure guarantees that each agent will receive at least $1 / 2$ of the total cake. Denote vanilla part of the cake with $V$ and chocolate with $C$. When Alice values only vanilla, her utilities would be $u_{a}(V)=1$ and $u_{a}(C)=0$. If she cut the cake in half with $u_{a}\left(V_{1}\right)=$ $u_{a}\left(V_{2}\right)=0.5$, she guarantees herself at least half of her valuation. However, when she knows Bob's valuation, Alice would cut along the vanilla-chocolate line. Alice would get $u_{a}(V)=1$ and Bob would pick $u_{b}(C)=1$, thus achieving greater total social welfare of $u_{a}+u_{b}=2$.

The 2-agent cut-and-choose could be generalised in many ways (see e.g. Brams and Taylor, 1996; Robertson and Webb, 1998). We will present one simpler, cut-your-own algorithm from (Steinhaus, 1969; Robertson and Webb, 1998).

This example of 3 -agents can be easily extended to $n$-agents. Each agent divides the cake, or property, to 3 (or some $n$ pieces) such that each piece $j$ is worth at least $u_{i}\left(r_{j}\right) \geq 1 / 3$. Iteratively allocate to each agent a nonoverlapping piece, there is always a way to do this. This already guarantees
$1 / 3$ to everyone. Although this procedure might not allocate all the cake and there usually is something left. This surplus could be allocated in a similar way, or sold for additional profit.


Figure 1.2: 3 -agent example cuts
If we assume that each agent has drawn the lines with his proportional shares, we would obtain the cuts as overlaid in Figure 1.2. We can guarantee each agent a proportional share if we do the allocation as indicated by the colors. There is always a part remaining, unless all the lines overlapped. An extensions might be as in Figure 1.3. This would guarantee each agent more than a proportional share, although is might not necessarily be utility maximising, equitable or envy-free.


Figure 1.3: Extended division

In general finding an envy-free is harder than proportional. The above procedure can always find a proportional allocation for any number of agents, but envy-free procedures are only known up-to four agents (Rothe, 2016 , e.g.). And if we are interested in finding a single connected piece for all agents, then it is impossible in general (Stromquist, 2008).

Regarding computational complexity, the above procedures require $n(n-$ 1)-bits of information on cuts and only one-bit in case of two agents for proportional allocation. In general we could do better, $1+n k-s^{k}=\mathcal{O}(n \log n)$ ( $k=\left\lfloor\log _{2} n\right\rfloor$ ) cuts, which is the best known bound (Robertson and Webb, 1998, p. 94). The lower bound for envy-free protocols is $\mathcal{O}\left(n^{2}\right)$ (Procaccia, 2009).

### 1.3.2 Multiple divisible items

These solution concepts are not necessarily aligned even if we had multiple cakes, e.g. by finding at utilitarian solution it might give unequal shares to agents. Binmore (2005) presents some simple examples. Caragiannis et al. (2012) has studied these trade-off in a more general setting, with a larger

Table 1.7: Price of X on utility for divisible goods

| Price of | Lower bound | Upper bound |
| :---: | :---: | :---: |
| Proportionality | $\Omega(\sqrt{n})$ | $\mathcal{O}(\sqrt{n})$ |
| Envy-Freeness | $\Omega(\sqrt{n})$ | $n-1 / 2$ |
| Equitability | $\frac{(n+1) 2}{4 n}$ | n |

Table 1.8: Adjusted Winner example (Brams and Taylor, 1996)

| $v_{i}(\cdot)$ | $m_{1}$ | $m_{2}$ | $m_{3}$ |
| :---: | :---: | :---: | :---: |
| Agent 1 | .06 | .67 | .27 |
| Agent 2 | .05 | .34 | .61 |

number of agents. In Table 1.7 (from Caragiannis et al., 2012; Veski, 2012), we present a few bounds on total social welfare in the allocation regarding other solution concepts. The Table 1.7 shows the ratio of utilities in the best overall utilitarian solution and best utilitarian solution under some restriction: proportionality, envy-freeness or equitability.

Brams and Taylor (1996) proposed a simple method for sharing a potentially divisible items among multiple agents. The procedure is called Adjusted Winner and works as follows:

1. There is a set $\mathcal{K}$ of $k$ goods to be divided and two agents
2. Collect valuations $v_{i}(k)$ from each agent $i$, such that $\sum_{j=1}^{k} v_{i}\left(m_{j}\right)=1$
3. In an initial allocation $X$, assign each good to the agent who values it most
4. if $v_{1}(v)>v_{2}(X)$, for some two agents, adjust allocation $X$, by transferring items $m_{j} \in X(1)$ in order $\frac{v_{1}\left(m_{1}\right)}{v_{2}\left(m_{1}\right)} \leq \frac{v_{1}\left(m_{2}\right)}{v_{2}\left(m_{2}\right)} \leq \ldots \leq \frac{v_{1}\left(m_{k}\right)}{v_{2}\left(m_{k}\right)}$ until $v_{1}(X) \leq v_{2}(X)$
5. if $v_{1}(X)<v_{2}(X)$, then select the last good transferred $m_{l}$ and find $\alpha$ such that $v_{1}\left(X \backslash m_{l}\right)+\alpha \cdot v_{1}\left(m_{l}\right)=v_{2}\left(X \backslash m_{l}\right)+(1-\alpha) \cdot v_{2}\left(m_{l}\right)$

For example, assume we have valuations as in Table 1.8. An initial allocation of goods would be $X=\left\{1:\left\{m_{1}, m_{2}\right\}, 2:\left\{m_{3}\right\}\right\}$, which would make $v_{1}(X)=0.73$ and $v_{1}(X)=0.61$. Clearly $v_{1}(X)<v_{2}(X)$. The order of items to transfer would be $m_{1} \succ m_{2}$, as $\frac{v_{1}\left(m_{1}\right)}{v_{2}\left(m_{1}\right)}=\frac{0.06}{0.05} \leq \frac{v_{1}\left(m_{2}\right)}{v_{2}\left(m_{2}\right)}=\frac{0.67}{0.34}$. After transferring $m_{1}$ we would have $v_{1}(X)=0.66<v_{2}(X)=0.67$. So we will have to split up $m_{2}$ by solving (1.3). This will result in $\alpha=0.0099$

$$
\begin{equation*}
0.66+\alpha \cdot 0.34=0.0+(1-\alpha) \cdot 0.67 \tag{1.3}
\end{equation*}
$$

Table 1.9: Correlations

|  | Efficiency | Envy | Inequality | Nash |
| ---: | :---: | :---: | :---: | :---: |
| Efficiency | 1 |  |  |  |
| Envy | -0.21 | 1 |  |  |
| Inequality | 0.18 | 0.80 | 1 |  |
| Nash | 0.65 | -0.76 | -0.59 | 1 |

Notice that both agents have an incentive to misrepresent their valuations. For example if Agent 1 would state $v_{1}\left(m_{2}\right)=0.4$, then the Adjusted Winner would result in allocation $X=\left\{1:\left\{m_{1}, m_{2}, \alpha \cdot m_{3}\right\}, 2:(1-\alpha) \cdot m_{3}\right\}$. Clearly Agent 1 gains for misreporting. In Nash equilibrium we assume all agents do their optimal misrepresentation and know all valuations. The resulting loss in efficiency is known as Price of Anarchy.

Definition 14. Price of Anarchy is the rate between the optimal OPT solution and the equilibrium $E Q$ solution, $P o A=\frac{O P T}{E Q}$

It turns out the worst-case the PoA under some conditions in Adjusted Winner procedure is $4 / 3$ (Aziz et al., 2015). However, when agents are truthful, Adjusted Winner guarantees that the allocation is envy-free, equitable and Pareto optimal.

Additionally we see that the Adjusted-Winner procedure sacrifices some utility for a more egalitarian solution. The social welfare maximising solution would create the value of 134 , however the Adjusted-Winner results in 132.67 , which is lower. In Table 1.7 we saw what the costs of different properties are. Though the relevant solution concept for economist (e.g Binmore, 2005; Osborne and Rubinstein, 2011) is the Nash Bargaining Solution, mainly because it is produced by free bargaining and satisfies some reasonable axioms. Indeed it also appears that the Nash's solution also has some reasonable trade-off between efficiency, inequality and envy and has the desired correlation direction with these concepts (Veski and Võhandu, 2010, 2011). In Table 1.9 we show the correlations among the criteria in some situations. We see that the Nash's Bargaining solution has positive correlation with efficiency and negative with envy and inequality. That Nash's Bargaining solution tends to be fair is also recently explored by Caragiannis et al. (2016).

Table 1.10: Price of X on total utility for indivisible goods

| Price of | Lower bound | Upper bound |
| :---: | :---: | :---: |
| Proportionality | $n-1+1 / n$ | $n-1+1 / n$ |
| Envy-Freeness | $\frac{3 n+7}{9}-O(1 / n)$ | $n-1 / 2$ |
| Equitability | $\infty$ | $\infty$ |

### 1.3.3 Multiple indivisible items

While sometimes the good are divisible like cake or land, however in some situations the value of a good is destroyed when split-up. This procedure requires side payments to make the allocation equitable or envy-free. One of such procedures is the Knaster's procedure of sealed bids (Steinhaus, 1948; Brams and Taylor, 1996). The procedure works as follows:

1. In an initial allocation $X$ allocate items to highest bidders
2. Compute side payments $Y$, such that

$$
v_{i}(X)-\frac{v_{i}(\mathcal{K})}{n}+v_{i}(Y)=v_{j}(X)-\frac{v_{j}(\mathcal{K})}{n}+v_{j}(Y)
$$

for any $i, j$
The main feature of the procedure is that the allocation can be considered equitable. Each agent receives the same amount of money in their valuation over what was their fair share. However, the total proportional share is not equal, as all agents value the entire bundle differently the monetary compensation is also different ratio from the total. In general it is not envy-free either. Haake et al. (2002) describes a compensation method that would be envy-free for any number of agents. Also, it can be easily seen that agents have incentive to misreport their valuations, so the allocation is not strategy-proof (Lyon, 1986). For example if an agent would underreport their value, but would still be highest bidder, they would increase their compensation $v_{i}(Y)$ amount and consequently their utility.

In Table 1.10 we see the trade-offs in solution concepts in case of indivisible items, similarly to the trade-offs in sharing divisible (Caragiannis et al., 2012; Veski, 2012). The mains observation is that the bounds are more severe in the indivisible case. We lose more utility, if we need e.g. envy-freeness and can be infinite if equitable solution is desired.

### 1.4 Matching markets

A matching market consists of one or two sets of agents and/or items. At least one set has some preference relationship over the other set. For example considering one-sided market, with agents and items, only agents
have preferences over items. This is similar to the fair division model, except that agents to not have a cardinal value for items, but rather a preference ordering. Items higher in the order are more preferred and agents seek to gain items high on their list and they are strategic about maximising their utility.

We concentrate on two-sided matching, that is there is an ordering on both sides. Agents would have preferences over agents on the other side. This model arises in many situations, for example matching jobs to employees. Previously, we had valuations only on one, the agent's side. Also, when the other side is of items not of agents we talk about priorities that items have over to which agent it should be allocated to. In case of priorities we assume are non-manipulable, whereas preferences could be misreported for utility maximisation.

Table 1.11: Agents' preferences

$$
\begin{array}{ll}
\text { Side } \mathcal{A} \text { preferences } & \text { Side } \mathcal{B} \text { preferences } \\
a_{1}: b_{2} \succ b_{1} \succ b_{3} & b_{1}: a_{1} \succ a_{2} \succ a_{3} \\
a_{2}: b_{1} \succ b_{2} & b_{2}: a_{3} \succ a_{1} \succ a_{2} \\
a_{3}: b_{1} \succ b_{2} \succ b_{3} & b_{3}: a_{1} \succ a_{3}
\end{array}
$$

In Table 1.11 we have an example of preferences on two-sides of the market. We could think of side A and B respectively as men or women, or jobs and employees depending on the situation. Ultimately we need to find a matching between $\mathcal{A}$ and $\mathcal{B}$. If we are interested in maximising social welfare, we might well consider results from graph theory and find the maximum matching, using for example the Hungarian method $\mathcal{O}\left(n^{2} m\right)$ (Kuhn, 1955), (e.g Lovasz and Plummer, 2009; Schrijver, 2003), which works with weighted and unweighed graphs, or more efficient Hopcroft-Karp algorithm $\mathcal{O}\left(n^{\frac{1}{2}} m\right)$ ) (Hopcroft and Karp, 1971, 1973) and (e.g. Lovasz and Plummer, 2009; Schrijver, 2003). Here $n$ and $m$ are respectively vertices and edges in a graph and an undirected graph can have at most $n^{2}$ unique edges.

However, the maximum matching might not be rational for all parties to be part of. It might be better for two agents, e.g. man and a woman, to form a match outside the matching procedure, as they would both result in a more preferred match. In case of preferences as in Table 1.11. The size of a maximum matching is 3 and in any maximum matching $a_{2}$ would have to be matched to either $b_{1}$ or $b_{2}$. There are four possible matches of size 3 and in each matching there is a pair of agents who would prefer to match outside of the algorithm (Table 1.12).

Table 1.12: Maximum, but unstable matchings

| Matching | Outside | Matching | Outside |
| :--- | :--- | :--- | :--- |
| $a_{1}-b_{1}$ |  | $a_{1}-b_{3}$ | $a_{1}-b_{2}$ |
| $a_{2}-b_{2}$ |  | $a_{2}-b_{2}$ | $a_{2}-b_{1}$ |
| $a_{3}-b_{3}$ | $a_{3}-b_{2}$ | $a_{3}-b_{1}$ |  |
| Matching | Outside | Matching | Outside |
| $a_{1}-b_{2}$ |  | $a_{1}-b_{3}$ | $a_{1}-b_{1}$ |
| $a_{2}-b_{1}$ |  | $a_{2}-b_{1}$ |  |
| $a_{3}-b_{3}$ | $a_{3}-b_{2}$ | $a_{3}-b_{2}$ |  |

For example in the first matching (upper left corner) agent pair $a_{3}-b_{2}$ would rather be matched to each other than their current match. The agent $a_{3}$ prefers $b_{2}$ to $b_{3}$ and $b_{2}$ prefers $a_{3}$ to $a_{2}$ (Table 1.11). So we see that in all the maximum matchings there is no such matching that would not have this type of blocking pair. So we need to approach more carefully to find a matching.

Furthermore if the matching procedure depends on agents' preferences they might be strategic about how they present their preferences. There are only two known mechanisms (algorithms) that are strategy-proof for at least for one side of the market - the Deferred-Acceptance and the Top Trading Cycles (Abdulkadiroğlu and Sönmez, 2003, e.g.). Deferred-Acceptance is also known as Gale-Shapley algorithm (Gale and Shapley, 1962) for stable marriages. In a stable matching there are no blocking pairs as in the maximum matching example. Moving forward we concentrate on stable matchings and the Deferred-Acceptance algorithm and its properties.

More formally we employ a model similar to that used in modelling centralised two-sided matching markets (e.g. Roth, 2008). There is a set $\mathcal{A}=\left\{a_{1}, \ldots, a_{n_{A}}\right\}$ of agents on one side and a set $\mathcal{B}=\left\{b_{1}, \ldots, b_{n_{B}}\right\}$ of agents on the other side. The number of agents on both sides can differ $\left(n_{A} \neq n_{B}\right)$ depending on market thickness. Each agent $a_{i}$ from $\mathcal{A}$ has a strict preference relation $\succ_{a_{i}}$ over agents in $\mathcal{B}$, and similarly for $b_{j} \in \mathcal{B}$ there is a preference relation $\succ_{b_{j}}$ over agents in $\mathcal{A}$. A matching $\mu$ is a mapping from $\mathcal{A} \cup \mathcal{B}$ to itself, so that for every $a_{i} \in \mathcal{A}$, is matched to $\mu\left(a_{i}\right) \in \mathcal{B} \cup\left\{a_{i}\right\}$, and similarly for $b_{j} \in \mathcal{B}, \mu\left(b_{j}\right) \in \mathcal{A} \cup\left\{b_{j}\right\}$. When an agent is matched to itself, $\mu\left(a_{i}\right)=a_{i}$ or $\mu\left(b_{j}\right)=b_{j}$ respectively indicates that they are in fact unmatched. Being matched to itself is the least preferred option for all the agents. In addition, for every $a_{i}, b_{j} \in \mathcal{A} \cup \mathcal{B}, \mu\left(a_{i}\right)=b_{j}$ implies $\mu\left(b_{j}\right)=a_{i}$.

Definition 15. A matching is unstable if there are at least two agents $a_{i}$ and $b_{j}$ from opposite sides of the market such that $b_{j} \succ_{a_{i}} \mu\left(a_{i}\right)$ and $a_{i} \succ_{b_{j}} \mu\left(b_{j}\right)-a$ blocking pair. A matching is stable, if it is not unstable.

A stable matching with preferences as in Table 1.11 would be: $\mu=$ $\left\{a_{1}-b_{1}, a_{3}-b_{2}\right\}$, which is not maximum possible matching, as this was impossible. Making the resulting matching stable does not yield a pair of agents who would find a better matching outside the procedure, because by definition that opportunity does not exist. Still the question if it is beneficial for all agents to state their true preferences is open. For this we first need to define an optimality of a matching.

Definition 16. A stable matching $\mu$ is optimal for agents in $\mathcal{A}$ if there is no stable matching $v$ for which $v\left(a_{i}\right) \succ_{a_{i}} \mu\left(a_{i}\right)$ or $v\left(a_{i}\right)=\mu\left(a_{i}\right)$ for all $a_{i} \in \mathcal{A}$ and $v\left(a_{j}\right) \succ_{a_{j}} \mu\left(a_{j}\right)$ for at least one $a_{j} \in \mathcal{A}$

Then it turns out that if the matching is stable and optimal for agents in $\mathcal{A}$ then it is strategy-proof for those agents.

Theorem 3. In the matching procedure which always yields the optimal stable outcome for a given one of the two sets of agents (i.e., for $\mathcal{A}$ or for $\mathcal{B})$, truthful revelation is a dominant strategy for all the agents in that set (Roth, 1982)

Table 1.13: Preferences with multiple stable matchings

$$
\begin{array}{ll}
\text { Side } a \text { preferences } & \text { Side } b \text { preferences } \\
a_{1}: b_{1} \succ b_{2} & b_{1}: a_{2} \succ a_{1} \\
a_{2}: b_{2} \succ b_{1} & b_{2}: a_{1} \succ a_{2}
\end{array}
$$

In general the set of stable matchings can be greater than one (Knuth, 1997b) and not all are optimal matchings for all the agents in $\mathcal{A}$ or $\mathcal{B}$. For example with preferences in Table 1.13 we can obtain two stable matchings: $\mu_{1}=\left\{a_{1}-b_{1}, a_{2}-b_{2}\right\}$ and $\mu_{2}=\left\{a_{1}-b_{2}, a_{2}-b_{1}\right\}$. In either case there are no blocking pairs and in one case agents in $\mathcal{A}$ obtain their first preferences and in the second agents in $\mathcal{B}$ obtain their first preferences. This turns out to be a general property of stable matchings (Knuth, 1997b).

Theorem 4. No stable matching procedure for the general matching problem exists for which truthful revelation of preferences is a dominant strategy for all agents. (Roth, 1982)

Also it turns out that the number of agents is the same in any stable matching, even more, in some conditions the same set of agents get matched.

Theorem 5. When all preferences over individuals are strict, and hospitals have responsive preferences, the set of students employed and positions filled is the same at every stable matching. Furthermore, any hospital that has some empty positions at some stable matching is assigned precisely the same set of students at every stable matching (e.g. Roth, 2008; Manlove, 2013, "Rural Hospitals" Theorem)

In cases, where the preferences are complete, as in Table 1.13, all agents are can matched in a stable matching. However, when preferences are incomplete, as in Table 1.11, the size of the maximum and stable matchings may be different. If we are allowed to have blocking pairs, the objective could be to find a maximum matching with a minimum number of blocking pairs, number of agents with blocking pairs (Eriksson and Häggström, 2007) or even number of instances of envied agents in blocking pairs (Abdulkadiroglu et al., 2017).

In general it turns out it is hard to find among maximum matchings, and matching with the minimum number of blocking pairs or agents.

Theorem 6. Finding a matching with minimum number of blocking pairs or agents among maximum matchings is not approximable within $n^{1-\epsilon}$, where $n$ is the number of agents in a given instance, for any $\epsilon>0$, unless $P=N P$. (Biró et al., 2010b)

Additional results showed that this hold when the length of the preference lists is limited to 3 (Hamada et al., 2009). However, when on at least one side preferences are limited to 2 , finding a matching with minimum number of blocking pairs or agents is solvable in $\mathcal{O}\left(n^{3}\right)$ (Biró et al., 2010b).

### 1.4.1 Two-sided matching - stable marriage

The stable marriage problem (Knuth, 1997b) is the simplest of the twosided matching problems. There are two sets of agents $\mathcal{A}$ and $\mathcal{B}$ or men and women. Each agents can be matched to at most one agent from the other set. In the simplest case all men and women have full list of preferences over respectively women and men. This ensures that all agents can be matched. Although this model can be easily generalised to a stable marriage with incomplete lists (Manlove, 2013, p. 22) by assuming that some agents can be left unmatched. The definition of stability remains the same if we assume that the last option on each agent's preference list is to be matched to itself.

To find a man (or woman) optimal stable matching we can use the Deferred-Acceptance algorithms as proposed by Gale and Shapley (1962):

1. Each man proposes to his most preferred woman. Each woman who received more than one proposal rejects all, but her most favourite amount those who have proposed to her. However, she does not accept him yet, but keeps on a string to allow for the possibility of someone better may come along later
2. In the second stage those men who were rejected now propose to their second choices. Again each woman receiving proposals chooses her favourite from the group consisting of the new proposers and the man on her string, if any. She rejects all the rest and again keeps the favourite in suspense.
3. We proceed in the same manner. Those rejected at the second stage propose to their next choices, and the women again reject all but their best proposal they have had so far.

The algorithm continues until all the men are matched or have reached the end of their preference lists. Then the matching is declared final. The algorithms runs in $\mathcal{O}(n m)$ time, where $n$ is the number of applicants and $m$ the number of responders, or the average length of preference lists. Gale and Shapley (1962) showed that

Theorem 7. Every applicant is at least as well off under the assignment given by the Deferred-Acceptance procedure as he would be under any other stable assignment

The stable marriage problem can also be extended to a college admission problem or hospitals/residents problem (Gale and Shapley, 1962; Roth and Sotomayor, 1990; Manlove, 2013). On one side of the market we have students or residents, who can be accepted to at most one college or hospital. On the other side we have colleges or hospitals who have some capacity $c_{i}$ on how many applicants they can accept. Both students and colleges still have preferences over each other.

The Deferred-Acceptance procedure would need to be slightly tweaked to work in this more general setting. To find a student optimal matching, student would still propose to colleges, but colleges only reject students who are above their capacity $c_{j}$ and lower on their preference lists. Gale and Shapley (1962) show that Theorem 7 holds here as well.

The Deferred-Acceptance procedure can be reversed to find a woman optimal matching or a college optimal stable matching. It turns out that this matching is the worst possible stable matching for men or students respectively. Also depending on who is the proposer the matching procedure
is strategy-proof for the proposers. In equilibrium reporting in the DeferredAcceptance allocation is still stable with respect to true preferences (Roth, 1984; Sotomayor, 2012). However this might not be the case even when the proposers are colleges, as in the college admission problem as colleges can accept multiple students and is thus a more general problem (Roth, 1985).

The earliest use of the Deferred-Acceptance algorithms was in US National Residency Matching Program that matched fresh doctors to their first jobs in hospitals. Initially a hospital proposing algorithm was used that created protest from applicants and was changed in 1998 (Roth, 1997) to be applicant proposing Deferred-Acceptance. However Roth (1997) found that this benefited a very small number of applicants, less than 1 in 1000. So the the difference in being a proposer in negligible in real world markets. Further results (Kojima and Pathak, 2009; Immorlica and Mahdian, 2015) show that in large markets the number of stable partners is small and hospital and student optimal stable matchings are very close.

Although the options for manipulations might be small agents are still motivated to find them if they exist. Teo et al. (2001) shows that if one agent from the accepting, $\mathcal{B}$-side, would know all the preferences of others participants, it can effectively use the DA algorithm to find an optimal truncation of preference list in $\mathcal{O}\left(n^{2}\right)$ time. They also show that probability of benefiting by cheating is small. In instances of size $|\mathcal{A}|=|\mathcal{B}|=8$ on average about $5 \%$ of agents in $\mathcal{B}$ benefit and in instances 100 and 500 agents on both sides on average about $10 \%$ of agents from $\mathcal{B}$ benefit.

Matsui (2011) presents algorithms in stable marriage matching for agents in $\mathcal{B}$ jointly to manipulate a matching, by permuting their preference lists. First he gave an $\mathcal{O}\left(n^{2}\right)$ to check, given a matching $\mu^{\prime}$, if there is a joint strategy for women that is an equilibrium and $\mu^{\prime}$ is the outcome of $\mathcal{A}$-optimal matching. Second also gave an $\mathcal{O}\left(n^{4}\right)$ algorithm to check if a given joint strategy is an equilibrium or not.

Sönmez (1997) and Sönmez (1999) further show that colleges and hospitals can in general manipulate stable matchings by misreporting their capacities and pre-arranging matches.

### 1.4.2 Two-sided matching - school choice

In many situations the preferences for one side of the market are based on some objective non-manipulable criteria like an exam score, distance from home etc. In this situation the allocation mechanism could be considered strategy-proof overall. In the case when preferences are determined by objective criteria we call them priorities as they are not individual preferences of schools, but rather given by a central planner and cannot be manip-
ulated. In turns out that this arises in many situations of school choice (Abdulkadiroğlu and Sönmez, 2003; Pathak and Sönmez, 2013) and even college admission (Aygün and Bo, 2013).

In designing mechanisms for school choice another type of question develops - how to select the criteria and implement the priorities? In most situations the goal of the central planner is to use fair criteria for allocating available positions or affirmative action for more disadvantaged part of the society (Aygün and Bo, 2013; Kominers and Sönmez, 2013; Alcalde and Subiza, 2014). In some circumstances there is no objective criteria and a random lottery is used to allocate students to positions and experiments show (Abdulkadiroğlu et al., 2009) than one needs to be careful how the lotteries are implemented.

A critical part in ensuring strategy-proofness is not to limit the preferences revealed to the mechanism (Abdulkadiroğlu et al., 2009). The limitation is believed to help applicants state their preferences, as they do not have to evaluate so many schools. Actually it turns out this introduces another complexity to the problem, since participants also need to consider what to report (Haeringer and Klijn, 2009).

Table 1.14: Agents' preferences

$$
\begin{array}{ll}
\text { Side } \mathcal{A} \text { preferences } & \text { Side } \mathcal{B} \text { preferences } \\
a_{1}: b_{2} \succ b_{1} \succ b_{3} & b_{1}: a_{1} \succ a_{2} \succ a_{3} \\
a_{2}: b_{1} \succ b_{2} \succ b_{3} & b_{2}: a_{3} \succ a_{1} \succ a_{2} \\
a_{3}: b_{1} \succ b_{2} \succ b_{3} & b_{3}: a_{1} \succ a_{3} \succ b_{2}
\end{array}
$$

We have slightly augmented preferences in Table 1.14 from Table 1.11. An $\mathcal{A}$-optimal stable matching with original preferences would be: $\mu=$ $\left\{a_{1}-b_{1}, a_{2}-b_{3}, a_{3}-b_{2}\right\}$. Now if we limit the number of preferences to two $a_{2}$ would be unmatched, so it is better for him to report for example: $b_{2} \succ b_{3}$. Of course this would depend on others' preferences, information which might be hard to obtain, thus introduces uncertainty on the best course of action.

The best course for a designer is usually not to limit preference submission. However, in school choice families do not usually have resources to evaluate too many school. Some school district solve this problem by providing limited menus to students (Shi, 2015) and in many cases the preference lists are limited in practice (Pathak and Sönmez, 2013). Both approaches are not without their problems and there is currently no ideal solution.

### 1.4.3 Algorithms for on-line and decentralised matching

In some cases it might be hard to organise a centralised matching scheme. Roth and Vate (1990) observe that some of these decentralised matching markets are still in operation, thus might reach a stable outcome. They propose a procedure (RVV) by randomly satisfying blocking pairs and show that this random sequence converges to a stable matching with the probability of 1 . In case of equal number of agents with full preference list the computational complexity of this algorithm is still polynomial - $\mathcal{O}\left(n^{4}\right)$ (see Manlove, 2013, p. 81-82). Another slightly different decentralised algorithm (ROM) is presented by Ma (1996). Many results from RVV carry over to ROM. In these decentralised mechanisms that agents arrive in sequence and are matched to already arrived agents. It turns out that it can be beneficial for an agent to arrive later (Blum and Rothblum, 2002). This is interesting when comparing to winning strategies in a continuous double auction market in section 1.5.2.

However, these algorithms rely on agents fully knowing their preferences and selecting the best possible blocking pair to satisfy in each step. In chapter 2 we explore a randomised setting, where agents do not know their preferences and cannot make proposals to their best blocking pair. Some of the randomised setting have been previously explored by Ackermann et al. (2008) and they give an exponential lower bound for the convergence time to a stable matching.

More recently on-line matching problems and their application in ecommerce have become more prominent. Mehta (2013a) survey matching algorithms, which include vertex-weighted and other more complex valuation functions. Furthermore, they do not necessarily consider stable matchings, rather they are interested in maximum matchings. As stable matchings might be smaller, then for an e-commerce maximum matchings can potentially produce more revenue. However, Mehta (2013a) does not consider manipulations, which might reduce the overall revenue.

Gu et al. (2015) describe a framework for wireless resource allocation using stable matching and also considers on-line (dynamic) versions. Other application include taxi scheduling (Bai et al., 2014), allocating CPU resources (Wang et al., 2015) and more. Khuller et al. (1994) considers stable on-line matching and shows that randomised algorithms would results in at least $\Omega\left(n^{2}\right)$ blocking pairs. Lee (1999) experiment with windowing the incoming requests, so they are not immediately matched, but wait until window closes and potentially more agents or resources are available.

### 1.4.4 Other matching problems

There are many other matching settings, see books (Mehta, 2013b; Manlove, 2013) for a more extensive treatment. We will review two additional types and highlight some of their applications.

The stable roommates problem is a non-bipartite generalisation of the stable matching problem (Manlove, 2013). There is just one set of agents and each agents has a preference list over other agents in the same set. The goal is to find a pairing of agents that could for example share the same room in a college campus. The notion of stability can be defined in a similar manner as we did for two-sided markets. It turns out that stable roommates problem might not admit a stable matching (e.g. Manlove, 2013, p. 33), but if a stable matching exists we can find it in $\mathcal{O}\left(n^{2}\right)$ time Irving (1985).

The obvious a application of stable roommates problem is allocating college students to share rooms on campus. Recently this has also been studied involving kidney exchange markets. In this market a patient in need of a kidney might have a donor, who is willing to donate, but is incompatible. The kidney exchange market can help find for a swap another patient, who also has an incompatible donor. Here preference lists would constructed by compatibility between patients and donors. Allocation schemes exist in many countries, for example UK (Manlove and O'Malley, 2012), Netherlands Keizer et al. (2005) and US (Roth et al., 2007; Beard et al., 2012; Dickerson et al., 2012). There is also a similar organisation in Estonia (EKOTU, 2016), but how the actual matching is organised in unclear. (Manlove, 2013, p. 37-38) highlights few other applications of the stable roommates problem.

Another more prominent matching problem is the house allocation problem (Manlove, 2013; Schummer and Vohra, 2007). There is a set of agents and a set of houses. Each agents has a strict preference over houses and each agents owns a unique house. A goal is to reallocate the houses in a better way. Whereas in the two-sided market both sides had preferences, here houses do not have preferences over agents. A Pareto optimal matching of houses to agents is returned by the Top Trading Cycles (TTC) algorithm. The TTC algorithm is also strategy-proof for all the agents (e.g. Schummer and Vohra, 2007, p. 254). An important modification of the TTC algorithm (Abdulkadiroğlu and Sönmez, 2003) allows us to use this for school choice settings. The result of the TTC can be a better match for the applicant, however the resulting allocation might not be stable, but is still strategy-proof for the applicants. Potentially unstable allocation might explain why it is not widely in use. Although this has also been studied for kidney allocation (Roth et al., 2004).

In school choice setting we have preferences from one side and priorities from the other, which are not directly influenced for the other side, but are used for prioritising. The $\mathcal{A}$-optimal stable matching from Table 1.14 is $\mu=\left\{a_{1}-b_{1}, a_{2}-b_{3}, a_{3}-b_{2}\right\}$. We see that agents $a_{1}$ and $a_{3}$ would be both better off if they exchanged their matches, they would both obtain their first preference instead of the second: $\mu=\left\{a_{1}-b_{2}, a_{2}-b_{3}, a_{3}-b_{1}\right\}$. This of course assumes that we have priorities not preferences on side $\mathcal{B}$. But as a result the matching is no longer stable, as the pair $a_{2}-b_{1}$ is a blocking pair and agent $a_{2}$ was not even involved in the exchange between $a_{1}$ and $a_{3}$. So allowing these improving exchanges might create unstable matchings.

### 1.5 Limits of the axiomatic approach

We saw that auctions were mostly analysed in a homogeneous setting. For example analysing equilibrium strategies, agent were drawn from the same distribution and acted as in equilibrium. However, when agents are heterogeneous in their behaviour and preferences, it is harder to analytically understand potential outcomes. Often there are multiple equilibria and it is hard to predict which will prevail and in a dynamic setting there might be punctuated equilibria.

Computational agent-based models aim to make more general assumptions and study markets and economies in a less idealised situations. Having heterogeneous and interacting agents whose behaviour is based on heuristics rather than optimal rational choices. With the computational power these models have the potential to make predictions more relevant for human agent societies.

We survey two settings, combinatorial and double auctions, to show how agent-based experiments can augment the axiomatic results.

### 1.5.1 Combinatorial auctions and limits of theory

Combinatorial auctions consider complementaries or substitutes in agents' valuation. That is for some items $S$ and $T$ the value of obtaining these two items might be (Blumrosen and Nisan, 2007):

- lower than the total value $v(S \cup T)<v(S)+v(T)$ of just obtaining $S$ or $T$, that is the items are substitutes
- higher than the total value $v(S \cup T)>v(S)+v(T)$ of just obtaining $S$ or $T$, that is the items are complementary

This makes finding a solution much harder in many ways. First how to find the welfare maximising allocation, which is computationally NP-hard even for simple cases (Blumrosen and Nisan, 2007). Second collecting information on bidders' valuations for packages, which might be exponentially large. Third how to analyse strategic behaviour?

Lehmann et al. (2011) discusses the computational problem and find that in addition for the problem to be NP-hard it is also inapproximable in general. Intuitively we can think of having some set of $k$ items there are $2^{k}$ subsets we would need to evaluate to determine the efficient solution. They even find it being NP-hard, when using a particular bidding language, like the OR and XOR.

How should bids be submitted to combinatorial auctions? In single-item auctions bidding was easy, the agents only needed to submit one bid. In combinatorial auctions each bidder should in a naive case submit $2^{k}$ bids for $k$ items. In other words the bidder should evaluate each possible bundle of items. Even in an auction where the number of items is small this could amount to significant number of bids, eg when $n=10,2^{10}=1024$ bids, which is infeasible for the bidder to express or evaluate. A better way is required. We present a short overview from Nisan (2010).

Definition 17. Simple atomic bids. Each bidder submits a pair $(S, b)$, where $v(S)=b$ the price the bidder is willing to pay for a subset $S$ of items. Meaning that for each $T \subseteq S v(T)=p$ and otherwise $v(T)=0$.

Definition 18. OR bids. Each bidder submits a number of atomic bids $\left(S_{i}, b_{i}\right)$, where $v\left(S_{i}\right)=b_{i}$. The bidder is willing to obtain any subset $T=$ $S_{i} \cup S_{j}$ where $S_{i} \cap S_{j}=\emptyset$ for the combined price $p_{T}=v\left(S_{i}\right)+v\left(S_{j}\right)$. The bids/values for items can be computed by

$$
v(S)=\max _{S_{1}, \ldots, S_{i} \in S, S_{1} \cap S_{2}=\emptyset, \ldots, S_{1} \cap S_{j}=\emptyset, \ldots, S_{j-1} \cap s_{j}=\emptyset} \sum_{i=1}^{j} v\left(S_{i}\right)
$$

For example a bidder submits an OR set of atomic bids (1.4).

$$
\begin{equation*}
\left\{\left(s_{1}, 1\right),\left(s_{2}, 2\right),\left(s_{3}, 4\right),\left(\left\{s_{2}, s_{3}\right\}, 7\right)\right\} \tag{1.4}
\end{equation*}
$$

Then the values for additional subsets would be:

- $v\left(\left\{s_{1}, s_{2}\right\}\right)=\max \left(v\left(s_{1}\right)+v\left(s_{2}\right)\right)=\max (1+2)=3$
- $v\left(\left\{s_{1}, s_{2}, s_{3}\right\}\right)=\max \left(\left(v\left(s_{1}\right)+v\left(s_{2}\right)+v\left(s_{3}\right)\right),\left(v\left(s_{1}\right)+v\left(\left\{s_{2}, s_{3}\right\}\right)\right)\right)=$ $\max (1+2+4,1+7)=8$

OR bidding language can represent additive valuations, for which $v(s \cup$ $T) \geq v(S)+v(T)$, where $S \cap T=\emptyset$, and not substitutable valuations.

Definition 19. XOR bids. The bidder still submits an arbitrary number of atomic bids $\left(S_{i}, b_{i}\right)$, but he is willing to obtain just one of the subset of items. The bid for a set of items is calculated as

$$
v(S)=\max _{S_{i} \subseteq S} b_{i}
$$

XOR bids can represent all valuations Nisan (2010), although some of the additive values may require an exponential number $\left(2^{k}\right)$ of bids.

For example a bidder submits a XOR set of atomic bids (1.5).

$$
\begin{equation*}
\left\{\left(s_{1}, 1\right),\left(s_{2}, 2\right),\left(s_{3}, 4\right),\left(\left\{s_{2}, s_{3}\right\}, 5\right)\right\} \tag{1.5}
\end{equation*}
$$

Then the values for additional subsets would be:

- $v\left(\left\{s_{1}, s_{2}\right\}\right)=\max \left(v\left(s_{1}\right), v\left(s_{2}\right)\right)=\max (1,2)=2$
- $v\left(\left\{s_{2}, s_{3}\right\}\right)=\max \left(v\left(s_{2}\right), v\left(s_{3}\right), v\left(\left\{s_{2}, s_{3}\right\}\right)\right)=\max (2,4,5)=5$
- $v\left(\left\{s_{1}, s_{2}, s_{3}\right\}\right)=\max \left(\left(v\left(s_{1}\right), v\left(s_{2}\right), v\left(s_{3}\right) v\left(\left\{s_{2}, s_{3}\right\}\right)\right)\right)=$ $=\max (1,2,4,5)=5$

With XOR the value for $\left\{s_{2}, s_{3}\right\}$ is $v\left(\left\{s_{2}, s_{3}\right\}\right)=5$, because the items are partially substitutable, whereas with the OR language the bid would had been $v\left(\left\{s_{2}, s_{3}\right\}\right)=\max \left(v\left(s_{2}\right)+v\left(s_{3}\right), v\left(\left\{s_{2}, s_{3}\right\}\right)\right)=\max (2+4,5)=6$, because the bids would had been considered additive.

Obviously to make the bidding simpler we can consider a combination of OR and XOR bids to present additive and substitutable valuations. Nisan (2010) covers some simpler cases of combining OR and XOR bids.

From section 1.2.3 we know that the only way for strategy-proof value elicitation is to use Groves mechanisms. This takes us back to the computational complexity. We could need to compute $n$ alternative efficient allocations to compute the payments and in combinatorial auctions already one of these was hard. However, alternative mechanisms would induce some sort of strategic behaviour.

Restricting the size of bundles is an option for limiting the complexity (Lehmann et al., 2011). Here computational experiments with various parameters are used to determine the auction format. An et al. (2005) defines some potential strategies for the bidders and vary the number of bidders submitting bundle bids and investigate the effect these have on the auctioneer's revenue. They find that more bundle bids increase the revenue of the auctioneer and allocative efficiency. Sureka and Wurman (2005) and Mochon et al. (2009) use meta-heuristics, genetic algorithms and tabu search, to find Nash equilibrium strategies in combinatorial auctions. This is similar to the evaluation problem - value queries to the bidding language. Given
some subset $S$ of items determine $v(S)$. Value queries can be as hard as optimization problems for welfare maximising allocations. The intuition is that to compute the value in the OR bidding language, we would still need to evaluate many potential ways how to subset the items to calculate the sums, over which we would need to take the maximum value.

If bidders have some intuitive sense of the value functions it needs to be experimentally evaluated how to best transform it to actual bids. In some cases it might be easier when the bidder have some linear or quadratic additive value function, how to best transform it to a given bidding language. Is some cases the bid intervals might be given as in energy markets (Contreras et al., 2001).

Calculating social welfare maximising allocation is hard in combinatorial auctions. If we consider some very general bidding language we usually need to evaluate $n^{k}$ potential allocations, where $n$ is the number of bidders and $k$ the number of single items. Leyton-Brown and Shoham (2010) have developed a generator package to test winner determination in combinatorial auction. Holte (2001) run computational experiments for finding some expected, statistical, welfare guarantees. They use multidimensional knapsack problems to test for allocative efficiency. Schwind et al. (2003) uses similar meta-heuristic approach and also compares some existing deterministic formats. While others (Sandholm, 2010) have designed optimal allocations algorithms for some instances.

Some straightforward implementations for combinatorial auctions might turn out to be very bad. Sequential auctions are a bad idea. For example when there is a number of perfectly substitutable items for sale and we would allocate them in $n$ sequential auctions. In the first second-price auction the price would be end highest, in the next auction thirds highest and so on. And at the last auction the price would be lowest, so bidders would always wait to bid in later auctions. So always bidding true value is not the best idea. See Swiss example by (Cramton, 2010, p. 102).

Additionally, sealed-bid auction on individual items is not a good idea as items have substitutes and complements and good package bidding is not available. It would be hard to figure out for which single items to bid, as winning any particular item is probabilistic, a bidder would never know if he would end up with a desirable package. And we already know why bidding for packages to not feasible.

In US and other countries have used the Simultaneous Ascending Auction (SAA) to allocate spectrum licenses to telecommunication providers (e.g. Klemperer, 2004b). This is not necessarily efficient or strategy-proof (Kagel et al., 2010). The SAA broadly works as follows:

- The seller (auctioneer) decides how to split the item for bidding. This is important decision as it will affect how bids are placed
- Buyers then bid for the items and may bid on multiple items (licenses) simultaneously. As for each bidder the aim is to cover some geographical area and usually is differs across bidders.
- The first round with no new bids ends the auction

Wellman et al. (2008) highlights bidding strategies that could be used in SAA, but also state that they are not optimal, which indicates the hardness of analysing the SAA mechanism. They also show that the near-optimal strategy is dependent on the structure of the environment, as characterized by complementary and substitutable valuations.

New types of practical problems arise in SAA. Bidders may not want a package of items that are missing some crucial items or package of items that are considered duplicates by the buyer. To avoid these problems usually some additional rules are defined in SAA:

- Activity rule: throughout the auctions the activity of the bidders can only decrease. As the prices will go up buyers are less willing to obtain the item.
- As some aggregations might fail, bidders are allowed to withdraw bids. This creates strategic behaviour as bidders are not responsible for their highest bid. Is usually regulated with fines to the high bidder after withdrawal
- Bidders often have a quantity cap to the number of items they can obtain
- Bidders usually have some initial down payment to ensure they are really interested in the auction. This is refunded depending on the final allocation
- Bids are incremented not freely placed by the bidders

The activity rule contributes to the price discovery process for all items. As bids increase buyers can decide on which items to continue bidding and for which items to stop. Additionally determining bids for all potential packages of items is hard, so price discovery will help in figuring out for which packages it might be profitable to bid and for which not. The specific packages of interest can potentially change throughout the auction.

Signalling other bidders to keep the prices down. If there are two items that are generally considered complements it is profitable for two buyers to agree among each other who will get which item, as they will not compete for the same item, thus the price will not increase. This has happened in the past. In one auction a winning bid was $\$ 47,505,673$, surely the buyer would not care up to a dollar how much he would pay. In another auction
a bidder made several bids ending with 378, outbidding another bidder several times. The bids seem to have been retaliation for bidding in area 378 (see footnote in Milgrom, 2004, p. 267).

Inefficiencies can arise in a SAA type auction. Suppose there are two parking spaces to be allocated. Bidder 1 has a trailer desires both places with $v_{1}(\{a, b\})=100$. The second bidder 2 values both spots at the same price $v_{2}(a)=v_{2}(b)=75$. The efficiency maximising allocation would be to give both places to the first bidder. If we look at the SAA process, suppose the bids are $\$ 50$ for each of the spots and the first bidder is the high bidder. His utility in the case of winning would be 0 . However for bidder 2 there is an incentive to increase any of the bids and would pay the bid. In case of package bidding and VCG the spots would be both allocated to bidder 1, for the price of $\$ 75$ (see example in Cramton, 2010, p. 102).

This has also been referred to as the exposure problem. To win both items bidder 1 would have to bid $\$ 150$, thus creating negative utility. When the current high bids for both items are $\$ 40$ and say the bid increment is $\$ 10$. The second bidder would increase the bid for one spot to $\$ 50$ and the second bidder does not have incentive to raise his bid anymore, because his utility would become 0 . Nevertheless he is stuck with one of the spots for the price of $\$ 40$, which alone does not provide any utility. Maybe bidder 1 should not have bid for both spots at $\$ 40$, but given his limited knowledge of second bidders valuation (it might be $\$ 40$ ), he still has the potential to gain some positive utility.

Demand reduction involves not bidding on a second or a third substitute, so as not to increase bidding by other on the first item. In multi-unit auctions the demand reduction can be achieved by collusion, e.g. agreeing who will bid on what item, so the price will stay low. Suppose there are two identical items $a$ and $b$ and two bidders, with both valuing a single item at $\$ 100$. How would they bid? In a competitive environment both would increase their bids until it would be close to $\$ 100$ on both items, say $\$ 99$. Now if bidders would be able to communicate they would agree not to increase the bids on other items. Both would win the auction at the starting price (e.g. Cramton, 2010, p. 107).

Experimental papers (Kagel et al., 2010, 2014) compare two feasible mechanism for combinatorial auctions: combinatorial clock auction (CAA) and SAA. As theoretically analysing these mechanisms is hard, they use a combination of computational and human experiments to compare the two auction formats. Initially (Kagel et al., 2010) they find that SAA might provide more revenue than CAA, while is some situations having lower efficiency. Later (Kagel et al., 2014) that human bidders do not deal well with the package selection problem. Humans bias towards other signals, for example how the packages are named. This caused humans to behave
irrationally in CAA, they did not bid on more profitable packages (Kagel et al., 2014). When package names match human bidder valuations the outcome of CAA is efficient, but when not then SAA is more efficient.

### 1.5.2 Double sided auctions and complex systems

Single-item auctions are most popular, applicable when there is one unique item for sale, like a work of art. Combinatorial auctions arise when there are multiple different items for sale, which might be complementary or substitutable, like spectrum or bus routes etc. In a situation when we have multiple units of identical items the most often used mechanism type is the double auction. This is because in this situation there usually are also multiple sellers and buyers. In the case when there are only buyers, the VCG or some modified single-side auction type could be employed.

Double sided auctions arise when there are multiple identical items for sale and multiple sellers and buyers. The most frequent setting is buying and selling stocks, commodities like wheat, coffee etc. More recent applications include energy pricing (e.g. Nicolaisen et al., 2001; Faqiry and Das, 2016) or allocating cloud and communications resources (e.g. Ji and Ray Liu, 2006; Wang et al., 2010; Han et al., 2011b).

In a double auction there is a set of sellers $\mathcal{S}$ and a set of buyers $\mathcal{B}$. To simplify we assume that all sellers are selling one unit of identical goods each and buyers are interested in buying one good each. All sellers have some cost, reserve price, $c_{i}$ associated with good they are selling, below which they would not sell. Similarly each buyer has a valuation $v_{i}$ for a unit of good, above which they would not obtain the good. The goal of the double auction mechanism is to find a price $p$ that would realise all trading opportunities. The resulting utilities of the agents are $u_{i}=p-c_{i}$ for sellers and $u_{j}=v_{j}-p$ for buyers.

A seminal paper in designing a trutful static double auction is by McAfee (1992). They design a strategy-proof mechanism, however note that is is not necessarily efficient. McAfee (1992) mechanism assumes multiple buyers and sellers $(\geq 2)$ otherwise the mechanism does not work. They analyse the efficiency of the mechanism via computational experiments, as the analytical form is uninformative in this regard.

A more general setting is the k-double auction, however there is no closed form solution to finding equilibria in this setting (Satterthwaite and Williams, 1993). Satterthwaite and Williams (1989a, 1993) analyse the k -double auction. The price in this mechanism in determined by $p=$ $k b+(1-k) a$, where $k \in[0,1]$ and $[a, b]$ is the interval in which the marketclearing price is selected. After the price is determined, all agents with a
positive utility trade with the clearing price $p$. Satterthwaite and Williams (1989b) also conduct simulations to understand the efficiency of their auction format.

For example, assume we have four sellers and four buyers. Each agent is interested in buying or selling one unit of the good. Sellers have costs $\mathcal{C}=$ $\{0.39,0.43,0.49,0.64\}$ and buyers have valuations $\mathcal{V}=\{0.11,0.32,0.64,0.71\}$. The respective supply-demand curves are presented in Figure 1.4.


Figure 1.4: Supply-demand curve (k-double auction mechanism)

In the k -double auction market clearing price is in the interval [ $0.43,0.49$ ] and at most two trades can be realised. The interval is determined by ordering the costs and valuations, $s_{(i)} \in \mathcal{C} \cup \mathcal{V}$, in an ascending order $s_{(1)} \leq s_{(2)} \leq \cdots \leq s_{(2 m)}$ and setting the interval to $\left[s_{(m)}, s_{(m+1)}\right]$. McAfee (1992) uses a different method for selecting, but essentially yields a similar interval.

The cases when $k=1$ and $k=0$ are special in terms of incentives. In 1-double auction the price equals $s_{(m+1)}$, thus the sellers have no incentive to misreport their costs as the price is already at its maximum. If sellers currently below 0.49 would individually increase their reported cost above 0.49 they would not trade and would gain zero utility. Otherwise they would gain positive utility. Similarly in 0 -double auction the price is $s_{(m)}$ and the buyers have no incentive to misreport. In case the price is in the interval $(0.43,0.49)$ all agents have an incentive to misreport to some degree.

Satterthwaite and Williams (1993) show the form of symmetric BayesNash equilibrium reporting strategies, assuming all agents know the distributions $\mathcal{F}$ and $\mathcal{G}$ from where respectively sellers and buyers valuations are drawn.

Theorem 8. (Satterthwaite and Williams, 1993, Theorem 1) Consider any equilibrium $\left(f_{S}, f_{B}\right)$ in which trade occurs with positive probability, every seller always asks as much as hist cost, and every buyers bids at most his value. A number $\kappa$ exists, whose value is a function of $\mathcal{F}$ and $\mathcal{G}$, but not of $m$ or $(S, B)$, such that, for all $v \in(\underline{v}, 1]$ and $c \in[0, \bar{c})$,

$$
\begin{equation*}
S(c)-c \leq \frac{\kappa}{m} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
v-B(v) \leq \frac{\kappa}{m} \tag{1.7}
\end{equation*}
$$

Also $\kappa \propto k$. There is also a certain region where trades do not occur due to misreporting, since sellers Bayes-Nash reporting strategy is above buyers' value and similarly buyers reporting strategy is below sellers' price. These values are $\underline{v}$ and $\bar{c}$ respectively. Figure 1.5 illustrates the equilibrium strategies and no-trade regions. The centre square has a positive probability for a trade, when the cost and value are suitable. On the borders trades never occur, even when the actual cost and valuations would be suitable, as the equilibrium reporting would exclude it. Even when the actual cost is close to zero, the seller would report $\underline{v}$, so if seller valuation is below this there is no trade. Similarly the seller would never report more than $\bar{c}$. From (1.6) and (1.7) we see that the misreporting decreases as the number of agents in the market increases in proportion to $\mathcal{O}\left(\frac{1}{m}\right)$.


Note: Adapted with permission from Elsevier.
Figure 1.5: Equilibrium strategy pair $\left(f_{S}, f_{B}\right)$ (Satterthwaite and Williams, 1993).

In reality the common assumptions required by the Bayes-Nash equilibrium concept might not be satisfied. The assumption was that all agents have same prior information about the distribution of private costs and values of each agent. Satterthwaite and Williams (1993) show that by slightly
modifying the the allocation mechanism the equilibrium strategies can vary widely, but Kagel and Vogt (1993) show that in human experiments there is no significant change in strategies.

For market efficiency we look at the total utility gain by the traders, agents who actually trade. Since the trade units have to be equal, the number of trading buyers and sellers is the same.

$$
\begin{equation*}
T U=\sum_{i \in \mathcal{S}}\left(p-c_{i}\right)+\sum_{i \in \mathcal{B}}\left(b_{i}-p\right)=\sum_{i \in \mathcal{B}} b_{i}-\sum_{i \in \mathcal{S}} c_{i} \tag{1.8}
\end{equation*}
$$

Let's denote by $T U\left(f_{S}, f_{B}\right)$ the total utility gain, when agents play their equilibrium strategies and by $T U\left(f_{S}^{*}, f_{B}^{*}\right)$ the potential (optimal) gain when agents would reveal their true costs and valuations.

Definition 20. We define relative efficiency $\rho$ in double auction as

$$
\rho(\mathcal{S}, \mathcal{B})=\frac{T U\left(f_{S}, f_{B}\right)}{T U\left(f_{S}^{*}, f_{B}^{*}\right)}
$$

This definition is the inverse of a similar definition of Price of Anarchy (e.g. Roughgarden, 2005).

Theorem 9. (Satterthwaite and Williams, 1993, Theorem 2) Consider any equilibrium $\left(f_{S}, f_{B}\right)$ in which trade occurs with positive probability, every seller always offers at least as much as hist cost, and every buyer bids at most his value. A constant $\xi$ exists, whose value is a function of $\mathcal{F}$ and $\mathcal{G}$, but not of $m$ or $\left(f_{S}, f_{B}\right)$, such that the relative efficiency in the $k$-double auction is as least

$$
1-\frac{\xi}{m^{2}}
$$

So when the market is large, then the relative efficiency approaches one.
Conversely to the k-double auction, McAfee (1992) first discovered a strategy-proof static double auction mechanism. The McAfee-mechanism works as follows. There are $m$ buyers and $n$ sellers. Order the reported bids and asks:

$$
\begin{equation*}
b_{(1)} \geq b_{(2)} \geq \ldots \geq b_{(m)} \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{(1)} \leq c_{(2)} \leq \ldots \leq c_{(n)} \tag{1.10}
\end{equation*}
$$

Select $k \leq \min \{m, n\}$, such that $b_{(k)} \geq c_{(k)}$ and $b_{(k+1)}<c_{(k+1)}$. Define $p_{0}=\frac{1}{2}\left(b_{(k+1)}+c_{(k+1)}\right)$.

1. if $p_{0} \in\left[c_{(k)}, b_{(k)}\right]$ the all buyers with $b_{i} \geq p_{0}$ and sellers with $c_{i}<p_{0}$ trade


Figure 1.6: Supply-demand curve (McAfee mechanism)
2. otherwise if $p_{0} \notin\left[c_{(k)}, b_{(k)}\right]$ then only buyers and sellers (1) through (k-1) trade. Buyers pay $b_{(k)}$ and sellers receive $c_{(k)}$ and leaving a surplus of $(k-1)\left(b_{(k)}-c_{(k)}\right)$.

The example in Figure 1.4 would yield $p_{0}=0.405$ as in Figure 1.6.
Theorem 10. (McAfee, 1992, Theorem 1) Honesty is a dominant strategy for the McAfee-mechanism

Theorem 11. (McAfee, 1992, Theorem 3) The expected efficiency loss due to a trade not being executed is $E\left[b_{(k)}-c_{(k)}\right] \propto \frac{1}{n}$

In addition there is a utility loss due to earnings from the mechanism, which increases in the number of trades. McAfee (1992) also investigates the loss to the market due to the mechanism's earnings and finds it analytically difficult. With uniform distributions of costs and values McAfee (1992) finds using computational experiments, when $m=n$, that the mechanisms earnings also increase in the number of agents and already when $n=1000$ the loss percentage due to trades not executed is only $0.0002 \%$.

There are also modifications of the McAfee-mechanism that distribute the mechanism's earnings, from case 2 of $p_{0}$, in the market, but still leaves some potential trades on the table (e.g. Segal-Halevi et al., 2016, and survey therein). There are also extensions to handle heterogeneous single-unit items Feng et al. (2012). There is even a continuous on-line truthful double auction design, but with an efficiency loss of no more than $20 \%$ (Wang et al., 2010).

A continuous double auction has an even richer strategy space and this game has proven extremely hard to analyse (Rust et al., 1993, p. 158). In a continuous double auctions buyers and sellers constantly submit their
offers to the mechanism and a trades occur immediately when the offers match. Some offers might stay in the market longer, if no suitable submission arrives from the other side. Rust et al. (1993) describes an experiment of continuous double auction strategies in the Santa Fe Institute in 1990. They collected some 30 human defined strategies that competed against each other. The strategy-set also included simple strategies like truthtelling and zero-intelligence ${ }^{1}$, which is essentially playing randomly and is only constrained by its reservation price. They find that many of these strategies perform poorly and are easily exploited, although they guarantee market efficiency. A simple, Kaplan (Algorithm 1 for buying), strategy that always plays the current market price or reserve price, which ever produces positive utility, turned out to be the best. This strategy essentially waits until the market is about to close and then jumps in and makes its bid.

```
Algorithm 1 Kaplan buy strategy automata
Require: \(p_{\text {max }}, p_{\text {min }}, b i d_{c}, a s k_{c}, p_{\text {minc }}, \pi\)
Ensure: bid \(\in\left\{\emptyset, \mathbb{R}^{+}\right\}\)
    bid \(=\emptyset\)
    if \(b i d_{c} \neq \emptyset\) then
        if \(a s k_{c} \neq \emptyset\) then
            \(m=\min \left(a s k_{c}, \pi-1\right)\)
        else
            \(m=\pi-1\)
        end if
        if \(\left(m>b i d_{c}\right)\) and \(\left(\left(a s k_{c}<p_{\max }\right.\right.\) and \(\frac{u(.)}{\tau}>2 \%\) and \(\left.\frac{a s k_{c}-b i d_{c}}{a s k_{c}}<10 \%\right)\)
        or \(\left(a s k_{c} \leq p_{\min }\right)\) or \(\left.(\delta t<\tau)\right)\) then
            bid \(=\min \left(a s k_{c}, m\right)\)
        end if
    end if
    return bid
```

Rust et al. (1993) also conducted an evolutionary game of the strategies, where survival of a strategy was proportional to their capital share of the market. They found that the Kaplan strategy dominated in this game as well. However, after being the only surviving strategy, the profits declined. Since Kaplan strategy awaits in the market until other strategies do the negotiating and when these strategies are extinct there is almost no trading. The Kaplan strategy activates at the end of the trading period and only few profitable are executed. The leave open the question: are there strategies

[^0]and environments that are resistant to exploitation by Kaplan strategies (Rust et al., 1993)?. This seems even more relevant when looking at the exploitive nature of high-frequency traders (Budish et al., 2015).

Chen et al. (2009) and Chen and Tai (2010) compare the strategies evaluated by Rust et al. (1993) with evolutionary programming to find an even better strategy using learning with genetic programming. They train an even better strategy by randomly playing against strategies in the Santa Fe experiment (Rust et al., 1993, 1994). Chen et al. (2009) uses genetic algorithms to find a function based on trading statistics from previous trading day, current state of the order-book, timing and agent's values. Additionally using mathematical functions like addition, multiplication, absolute, maximum, minimum and if-then rules to combine the statistics. They find that using minimum bid from previous day is most often used in a profit maximising strategy. With larger gene population more complex strategies emerge combining the minimum bid from previous day with highest value the agent has for an item. The simplicity of this learned strategy is similar to the Kaplan strategy and can even outperform it.

Zero-intelligence models have been shown to be enough to guarantee almost $100 \%$ efficiency in continuous double auction markets (Gode and Sunder, 1993a,b). Gode and Sunder (1993b) investigate a synchronized double auction, where all bids and asks are collected. If highest bid and lowest ask cross, then they are traded in a binding transaction. Otherwise new asks and bids are asked from traders. Depending on the number of extra-marginal traders, traders who would not trade in an ideal truthful market, the efficiency is between $80 \%-100 \%$ and $95.7 \%$ on average as the ratio of extra-marginal traders goes to infinity. Some $50 \%$ - $100 \%$ efficiency is achieved already in the first round. Gode and Sunder (1993a) run additional human and computational experiments with constrained and unconstrained zero-intelligence (ZI-U) trades. The ZI-U agents are not anymore constrained by their reservation value and can bid above or below it, depending if they are buyers or sellers. With the constrained ZI agents they obtain often $99 \%$ efficiency, while with unconstrained only $90 \%$. Moreover with human experiments the efficiency is also close to $99 \%$. Gode and Sunder (1993a,b) results suggest that individual rationality is not required to the extraction of market surplus.

As a results there has been more works on theoretical statistical models of continuous double auction (Chiarella and Iori, 2002; Smith et al., 2003; Daniels et al., 2003) and empirical (Madhavan, 2000; Farmer et al., 2005; Hasbrouck, 2007) to model aggregate properties like the bid-ask spread, price impact function, probability of order execution, price diffusion, volatility etc.

Almost all models of strategies assume agents know their own independent fundamental value $v_{i}$ and based on this determine their pricing strategy. However many profiting strategies in double auctions do not require the knowledge of fundamental value. For example assuming that a price of a security is predicted to increase or decrease an agent can profit from arbitrage, by buying with a low and selling with a higher price. Thus the strategy-space of a continuous double auction is inconceivably large. Thus the price discovery or information dissemination is a critical part in understanding such a market mechanism. Therefore the human component is crucial part in understanding financial markets and computational experiments are a useful modern tool to investigate aggregate results from the behaviour (e.g. Friedman and Rust, 1993; Tesfatsion and Judd, 2006).

Both laboratory experiments and theoretical models show that agents' behaviour - and hence market outcomes - are highly sensitive to the assumed information structure (Madhavan, 2000, p. 207)

The financial market mechanism or market micro-structure design is more concerned with traders behaviour rather than selecting an optimal pricing rule. The design components include questions like: Should trades be mediated by a market maker? How to offer greatest liquidity? How to minimise trading costs? How traders react to price changes and how are prices disseminated? See (e.g. Madhavan, 2000) for further survey.

Hommes (2006) reviews some small heterogeneous agent-based models. The simplest model is with fundamentalist and chartist agents. First type of agents always have some individual fundamental valuation $v_{i}$ for a good, as with previously described models, and make bids and asks according to that value. The other type of agents, chartist, behave by monitoring the market, they buy when the price increases and sell when the price falls. This behaviour composition already creates crashes and rapid increases and declines in stock prices. Additionally (Sornette, 2004, p. 132) the chartists are relatively successful free riders, not only matching the performance of fundamentalists in the long run, but outperforming them in the short run. Similarly to the Kaplan strategy mentioned previously.

Albin and Foley (1992) present a simple benchmark model for a decentralised exchange. In this model agents randomly broadcast messages indicating a willingness to trade. However, there is a cost associated with the signal. If the buyer's price is higher than the seller's asked price then an exchange occurs. In case of multiple potential trade partners, the agents meets sequentially in a random order with each partner. A subsequent trade occurs only if the current holdings permit. The price is determined by geometric average of the bid and ask prices. The agents know a lot
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Figure 1.7: Exchange market efficiency (Albin and Foley, 1992).
about their potential trade partners: cost of advertising; meeting history; marginal rates of substitution of neighbours; distribution of goods among agents. Based on this information they estimate the expected gain from signalling and signal if there is an expected profit. They observe that with this model the market efficiency also converges to almost $100 \%$ with different messaging costs and number of targeted agents. On Figure 1.7 we have created the chart based on data from from (Albin and Foley, 1992) for two combinations of parameter values. In both cases the final allocation efficiency is very close to $100 \%$. A similar model is, for example, employed in Beltratti and Margarita (1993).

LeBaron (2006) surveys additional centralised models and learning in a two-sided exchange. Most models concentrate on investigating some form of centralised allocation. Most experiments have some centralised market mechanism and adaptive agents mostly based on genetic algorithms and occasionally some other learning rule (LeBaron, 2006, p. 1223).

Marks (2006) reviews the main reasons to use computational agentbased modelling. First the analytical model is intractable. It is hard to obtain equilibrium solutions to some mechanisms, e.g. double auctions, due to the dimensionality of the task. Second the equilibrium behaviour is not relevant for modelling the real world and we are interested in out-ofequilibrium behaviour. In stock markets there is lot of dynamics in the price and the market almost never manages to converge. Third agents are not completely rational, but are bounded and make quick and myopic decisions. Additionally they learn market conditions and from past behaviour that guide their future decisions.

Marks (2006) also highlights a general analysis-design framework for mechanism design. Analysis as surveyed in previous section is important first step, but computational experiments, simulations, provide light were the axiomatic approach cast little or none. Marks (2006) concentrates on evolutionary and learning techniques. First which strategies would survive
in some environment or which strategies emerge as a result of adaptation? Both of these are important to understand the effect of picking a particular design and making sure the mechanism responds well to possible adaptation. In addition computational experiments are useful to propose behaviour model in some situation, e.g. in decentralised exchange (Albin and Foley, 1992) and zero-intelligence (Gode and Sunder, 1993a,b; Farmer et al., 2005).

## 2 Zero-Intelligence in Decentralised Matching

### 2.1 Introduction

Market economies in general experience large employment fluctuations and average unemployment rates differ between countries. The underlying job search and matching theory (the Diamond-Mortensen-Pissarides canonical framework) provides a conceptual explanation for some aspects of the relationship between vacancies and unemployment known as the Beveridge curve (Figure 2.1). The core of job-search and matching models is built on the assumption that the external rate of job creation and destruction, but also worker reallocation, determine the steady-state equilibrium of number of unmatched workers and jobs (unassigned agents in our model) (Mortensen and Pissarides, 1999). Because of search and recruiting costs, hiring and firing costs and other forms of matching-specific costs, decentralised markets create inefficiencies. This matching technology is implicitly characterised by its matching function, which summarises the trading technology between agents, their actions and choices that eventually bring them together into productive matches (Petrongolo and Pissarides, 2001). In the relevant "matching function literature", it is stressed that such a theoretical tool is useful because it allows to reduce the complexity of information imperfection, heterogeneous agents and congestion into a tool-kit similar to the production function or money demand function. However, the interactions or matching technology are still rather treated as a black box.

We open this black box by providing a simple agent-based model of a decentralized market game in which agents (workers or job seekers) make proposals to the agents on the other side of the market (firms) in order to be matched to available positions. In our computational experiments, a market game is identified by three components: the preference structure of agents, market conditions, i.e. the relative number of positions and workers, and the behaviour of agents (workers or firms) based on the information they have about their own preferences and options in the market.

Search models in labour economics rely on three pillars: the decision of workers, the decision of firms and wage setting mechanism. We concentrate on the first two pillars. Thus, our model belongs to the literature
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Figure 2.1: Beveridge curve based on empirical data
on agent-based partial labour market models (e.g. Neugart and Richiardi, 2012) which use microsimulation to explain stylised facts about the labour market. These agent based "micro-to-macro" models give insights into labour markets in the form of partial or general models. In the latter labour markets are embedded into larger economic models. We are mainly interested in literature aiming to reproduce the Beveridge curve with search and coordination in a partial agent-based model. Thus, models (Richiardi, 2004, 2006; Riccetti et al., 2015) aimed at explaining the job search on the basis of wages or more general market models that interact with the embedded labour market (Dawid et al., 2014; Deissenberg et al., 2008), that lie outside of our scope.

The partial agent-based models have been developed for replicating stylised facts from real labour markets, such as the negative-sloped Beveridge curve in the unemployment-vacancy $(u, v)$-space. Fagiolo et al. (2004), followed later by Silva et al. (2012), reproduce a Beveridge curve in a partial agent-based model and come up with a standard explanation that frictions and the institutional setting affect the position of the curve.

Moreover, giving up the assumption of rational expectations about the behaviour of agents has produced fruitful insights. Tassier and Menczer (2008) investigate job-hunting via social networks. They find that random social networks spread vacancy information better and thus achieve lower unemployment. Neugart (2004) uses an urn-ball matching model on a small scale (30-50 agents) and endogenous matching function workers send applications randomly, however the Beveridge curve is closer to origin than one would expect in large markets. Similarly Richiardi (2004) employs a similar model with wages and produces a Beveridge curve further from the
origin. While Richiardi (2006) models labour supply in a general setting by a non-equilibrium, adaptive agent-based model of heterogeneous workers and firms, with on-the-job searching, endogenous entrepreneurial decisions and endogenous wage and income determination. The latter is able to reproduce a number of stylized facts generally accepted in labour economics and industrial organization, including the negative-sloped Beveridge curve. Also, in this set-up, the matching process is based on random applications from job seekers for vacancies in the single labour market. Furthermore, this model allows for on-the-job searching, meaning that assigned agents can get job offers as well.

There are some other search-and-match models (e.g. Gabriele, 2002; Deissenberg et al., 2008; Boudreau, 2010). Some of them also produce a Beveridge curve, but usually investigate different aspect of matching. Often their aim is to study some other aspects, like stratification and use different underlying assumptions (e.g. centralised matching or perfect information).

Our modelled agents can be considered myopic - they make proposals and only accept better proposals without additional strategic thinking. In our base model, agents apply for a random position and a matching occurs only when both sides find their new partner preferable to their current match. This is similar to the Zero-Intelligence (ZI) model from financial markets (Gode and Sunder, 1993a; Chen and Tai, 2010). Our behavioural models are an extended version of the better response dynamic proposed by Knuth (1997b) and further analysed by Roth and Vate (1990) and Ackermann et al. (2008).

For comparative purposes, we include behaviours, where agents know more than in the ZI model, but less than in the better response dynamic. In our Better proposal model, we assume that agents, e.g. workers, know of a better match or a position that would also be suitable for them and thus do not make proposals in a wholly random manner. This can be considered similar to the Zero-Intelligence Plus model (Chen and Tai, 2010). In order to further extend the information pool available to the agent, we use the Blocking proposal model, where agents make proposals to their random blocking partner, which is equivalent to the better response dynamic proposed by Knuth (1997b).

Nevertheless, the agents will not be able to find an equilibrium (stable) matching in a micro sense. It is rather a steady-state equilibrium in a macro sense, as the size (number of matched agent-pairs) of the matching converges. In general, we show how the assumptions about the information available to agents, the structure of their preferences and market thickness determine the shape and placement of the Beveridge curve. Thus, our approach not only differs from the framework of Diamond-MortensenPissarides, but also from recent discussions on job search and matching
efficiency (Veracierto, 2011; Shimer, 2013; Sahin et al., 2014) where the persistent empirically observed adverse shifts (outward shifts of the Beveridge curve) have been explained mostly by the deterioration in the efficiency of the matching technology. We use a partial agent-based model as classified by Neugart and Richiardi (2012) to develop aggregate regularities from the micro-behaviour of individual agents in order to illustrate the position of the Beveridge curve in the $(u, v)$-space. Our model is able to reproduce some well-known stylised facts from labour market literature like the negative sloped Beveridge curve. Moreover, we explain the shift of the Beveridge curve not only as related to information available to players, but also including a level of heterogeneity of the agents' preferences. We model the latter on the basis of the correlation between the preference lists of agents to indicate their similarity (or common understanding of a good job position). In addition, we allow for different lengths of the preference lists. Short lists indicate that there are only few acceptable positions in the market, i.e. geographical boundaries or asset specificity could determine the structural characteristics of the market. We show that short lists and high correlation shift the curve to the upper-right, further from the origin. In addition, we include a parameter for market thickness - the balance between market sides - indicating the ratio of positions to workers. Market thickness models the effect of interactions with other markets through job creation and destruction rates, i.e. the out-of-equilibrium state of a general market model. We see that this determines the position on the Beveridge curve.

In contrast to the decentralised matching in some situations we can employ a centralised mechanism. Then all the market participants report their preferences to a central clearing house that can then compute an optimal matching using for example Gale-Shapley deferred-acceptance algorithm (Gale and Shapley, 1962). Optimal usually means that the result is the best possible stable matching for one side of the market as the optimality can not be guaranteed for both sides. Roth (2008) observed that in some decentralised situations where there was not a central clearing house in place, market participants still executed a very similar algorithm as proposed by Gale and Shapley (1962). A major drawback of the execution was that usually it was time-capped, i.e. at some point the market had to be closed. This meant that the algorithm execution might not have finished and resulting matching may not be stable.

In addition to comparing the decentralised behaviours, we include an idealised deferred-acceptance based clearing house. This helps us to understand how far the decentralised market is from the optimal solution. There have been a few related works involving agent-based computational experiments in centralised matching markets. Oméro et al. (1997); Dzierzawa and

Oméro (2000) study the scaling behaviour in the obtained rankings in stable matchings. Others extend this to more general preferences, by allowing correlation (Caldarelli et al., 2001; Caldarelli and Capocci, 2001). Zhang (2001) studies the effect of having limited preference lists used in optimal stable matchings. This limitation is included to an extent in our decentralised model. Laureti and Zhang (2003) also investigate a decentralised model, however they assume optimal behaviour from agents compared to our model, namely that the agents always make the best possible proposals.

Another aspect more studied in centralised deferred-acceptance matching in the ranking of the match. We look at the cost of the decentralised matching game for agents in terms of median rank from matched agents. We discover similar results in decentralised markets as have been discovered for stable matchings - that proposers and agents on the smaller side of the market obtain better matches (Pittel, 1989; Ashlagi et al., 2013b) - but less extreme. Surprisingly the noise, ZI, behaviour results in best median rank among our decentralised behaviours.

We view our decentralised market game as an abstract model which in addition to studying agent-based interactions in job search and matching markets can be used in alternative settings, e.g. decentralised school or university choice. In all these cases, an institution or a central authority a clearing house or similar - is missing and agents on both sides constantly have to react to new proposals and responses.

We continue as follows. In the second and third sections, we introduce the set-up of our model, concentrating on matching behaviour which includes search and commitment costs as well as the assumptions behind preference formation. In the fourth section, we describe our parameter selection and initial results of a steady-state. In the fifth section, we look at when the decentralised matching results in a stable matching. In the sixth and seventh section, we look at the number of unmatched agents in thick and thin markets, the latter shows how a Beveridge curve depends on the search behaviour and the structure of preferences. In the eighth section we compare the allocated ranks with all the decentralised behaviours to a centralised clearing-house based on Deferred-Acceptance. Finally, we conclude by discussing our contribution to the discourse on search and matching literature.

### 2.2 Behaviour models

In order to translate the neoclassical matching function into an agent-based version, we employ the framework offered by Guerrero and Axtell (2011). This relies on three orders of assumptions, which include rationality, agent homogeneity and "non-interactivness" in an agent-based model. The categorisation of the features is presented in Table 2.1.

Table 2.1: Matching model assumptions

|  | Matching function | Our agent-based model |
| :---: | :---: | :---: |
| First order assumptions <br> Interaction mechanism | Implicit (black box) | Explicit (decentralised or centralised matching) |
| Second order assumptions <br> Rationality | No explicit reference. Functional form captures information imperfections | Explicit, exact notion of how proposals are made and accepted |
| Equilibrium | Is inefficient due to negative externalities: congestion, skill mismatch and locational differences | Is inefficient because of assumptions about behaviour and information. |
| Agent types | Representative (homogeneous) agent(s), heterogeneous sectors | Heterogeneous (different preferences) |
| Third order assumptions |  |  |
| Technological advances | Technological advances in matching shift "Beveridge curve" (search is less costly) | No technological advances. Preferences are static, do not adapt. |
| Supply shocks or business cycles | Affect job creation and destruction rates, but are generally treated as an empirical question | No explicit job creation and destruction, but the market thickness, is of interest |
| Contracts | A rate of matching and unmatching | A relationship can be broken whenever a better match is found (and the contract has expired) |
| Transaction costs | A limitation on matching rate | Once a better match is found, there is no additional cost for changing the match |

Beginning with the first order assumptions about the nature of the interaction mechanism, we can see that the literature about the matching function often treats this procedure as a black box. In an agent-based model, the interaction is a central question for the investigation. In financial double-auction markets, Zero-Intelligence (ZI) interaction models have been fruitful in investigating aggregate market phenomena (e.g. Gode and Sunder, 1993a; Farmer et al., 2005; Ladley, 2012). We employ a similar approach for modelling search in the labour market.

Zero-intelligence (Ladley, 2012) is useful because it allows us to decouple the behaviour of an agent from the market structure. Moreover, we are interested in whether similarly to non-strategic agents (e.g. Farmer et al., 2005; Gode and Sunder, 1993a), interesting market phenomena can be produced in the current context. To our knowledge, these types of models have not been studied for job search. There are macro-level studies that concentrate on modelling unemployment and vacancies (e.g. Petrongolo and Pissarides, 2001; Mortensen and Pissarides, 1999). There also exist agentbased models of wage equilibrium (e.g. Guerrero and Axtell, 2011) and job search on social networks Guerrero and Axtell (2013); Zhou et al. (2014a); Hoefer and Wagner (2012), but there is no simple model for job search.

The labour market consists of two sets of agents - workers and firms (or positions within a firm). The main behavioural aspect is how the match is initiated, i.e. the worker-position pair selection. We study models where the proposing power is either only on one side of the market (A-proposing models) or where it is proportionally shared (random agent proposing). In other words, either workers always make proposals, proposals are made interchangeably, or firms always make proposals, depending on who is considered side A . We call the non-proposing agent the responding agent. In the centralised Deferred-Acceptance markets (Gale and Shapley, 1962), the matching is always optimal and stable for the proposing side, while it is the worst possible level for the responding side (e.g. Knuth, 1976; Roth and Sotomayor, 1990). However, in many practical (Roth and Peranson, 1999) and large markets (Immorlica and Mahdian, 2015), the difference seems to be small and the effect of market thickness is much greater (Ashlagi et al., 2013b). The matched rank structure may also affect the size of the matching as proposing probabilities are different under random agent proposing.

In fact, we investigate several models (Table 2.2), where a second-order assumption of Zero-Intelligence (ZI) is a characteristic of the base model. The ZI model is called the Noise proposal model wherein two random agents, one from each side, are selected, but a matching transaction occurs only when the new match is an improvement over their current matches. Similarly, in financial markets a deal is only accepted when the offered price is above the reserve price for both sides, i.e. the buyer and the seller, oth-
erwise the price is offered at random. Thus, in our mechanism, there are only pairwise interactions and a transaction occurs when the reserve offer is met on both sides.

Table 2.2: Explored behaviour models

|  | Interaction, proposer (1st order) |  |
| :--- | :---: | :---: |
| Rationality (2nd order) | Random side | A-proposing |
| Noise proposal | Noise Proposal | Noise Proposal A |
| Better proposal | Better Proposal | Better Proposal A |
| Blocking proposal | Blocking Proposal | Blocking Proposal A |

In the first Zero-Intelligence Plus (ZIP) behaviour, which is the Better proposal model, agents only make proposals to a better match, i.e. a position higher on their preference list than their current (reserve) match. Thus, the proposing side does not even consider non-acceptable matches. In contrast, in the Noise proposal model an offer is made to a random agent on the preference list, and might actually not be acceptable to the proposer. This is learned in the transaction. In other words, in the Better proposal model, even agents with a current high ranking match have a high probability of a new match, which only depends on the responding side finding it acceptable. On the other hand, in the Noise proposal model a transaction probability would also be lower for proposing agents, if their current match is high on their preference list.

The second ZIP behaviour is the Blocking proposal model. A blocking pair is formed by two agents from the opposite sides of the market who, if they met, would prefer to be matched to each other. Here agents only make a proposal to other agents when they know it would be accepted by the other party, i.e. the blocking pair, in the current state of the market. The match can still be broken in the future if either of the agents finds a more preferred partner.

Although we investigate multiple behaviour models of the proposing agents, we always assume that the responder is a ZI agent. He only and always accepts proposals made by agents higher than the current match on his preference list. In addition, the existence of an information aggregating institution is implicitly assumed in Better and Blocking proposal behaviour. For example finding a potential blocking pair in the Blocking proposal model can be thought of as being supported by an institution.

We are only interested in studying the aggregate results of the search behaviour, therefore we simplify most of the third-order assumptions. The preferences of the agents are fixed, so they do not adapt to market conditions during the search. There is also no creation or destruction rate of
new agents or positions, nor any external shocks that might trigger such destructions or creations. We do, however, explicitly model market thickness. The market is considered thick when there is exactly the same number of agents on both sides, so all the agents can potentially be matched. If there are more agents on one side, the market will not be thick and there will always be some agents unassigned. In addition, thickness has an impact on the search outcome, as agents from the smaller side have more options to choose from. Thickness is also an indicator of disequilibrium, as the number of jobs is not equal to the number of workers, characterising exogenous dynamics of job creation, destruction, etc.

Finally, in our main experiments there are no limitations on matching with a more preferred partner, i.e. no commitments to contracts or any transaction costs for changing a match. However, in Section 2.7.3 we show the effect of frictions of enforcing different types of obstacles, including contractual ones, on re-matching.

More formally, we employ a model similar to that used in modelling centralised two-sided matching markets (e.g. Roth, 2008). There is a set $\mathcal{A}=\left\{a_{1}, \ldots, a_{n_{A}}\right\}$ of agents on one side and a set $\mathcal{B}=\left\{b_{1}, \ldots, b_{n_{B}}\right\}$ of agents on the other side. The number of agents on both sides can differ $\left(n_{A} \neq n_{B}\right)$ depending on market thickness. Each agent $a_{i}$ from $\mathcal{A}$ has a strict preference relation $\succ_{a_{i}}$ over agents in $\mathcal{B}$, and similarly for $b_{j} \in \mathcal{B}$ there is a preference relation $\succ_{b_{j}}$ over agents in $\mathcal{A}$. A matching $\mu$ is a mapping from $\mathcal{A} \cup \mathcal{B}$ to itself, so that every $a_{i} \in \mathcal{A}$, is matched to $\mu\left(a_{i}\right) \in \mathcal{B} \cup\left\{a_{i}\right\}$, and similarly for $b_{j} \in \mathcal{B}, \mu\left(b_{j}\right) \in \mathcal{A} \cup\left\{b_{j}\right\}$. When an agent is matched to itself, $\mu\left(a_{i}\right)=a_{i}$ or $\mu\left(b_{j}\right)=b_{j}$ respectively indicates that they are in fact unmatched. Being matched to oneself is the least preferred option for all the agents. Agents would still find only the acceptable positions in their preference list, which might not contain all positions. Similarly for the position, only some agents might be acceptable. In addition, for every $a_{i}, b_{j} \in \mathcal{A} \cup \mathcal{B}, \mu\left(a_{i}\right)=b_{j}$ implies $\mu\left(b_{j}\right)=a_{i}$.

A matching is unstable if there are at least two agents $a_{i}$ and $b_{j}$ from opposite sides of the market so that $b_{j} \succ_{a_{i}} \mu\left(a_{i}\right)$ and $a_{i} \succ_{b_{j}} \mu\left(b_{j}\right)-\mathrm{a}$ blocking pair. A matching is stable, if it is not unstable. In Table 2.3 we have listed the notation for quick reference.

With the notation in Table 2.3 we can present a General Proposal Dynamic in Algorithm 2. The SelectProposer() and SelectResponder() procedures are distinct for each of the described models in Table 2.2. The SelectProposer ( ) selects a random agent from set $\mathcal{A} \cup \mathcal{B}$ or $\mathcal{A}$ depending on whether the behaviour model is Random side or A-proposing. The SelectResponder() selects an agent from the preferences of the proposer, and the actual selection depends on whether the behavioural model is the Random, Better or Blocking proposal.

Table 2.3: Notation

| Symbol | Description |
| :--- | :--- |
| $\mathcal{A}$ | Preferences of agents on side $A$ |
| $\mathcal{B}$ | Preferences of agents on side $B$ |
| $a_{i}$ | Preference profile for agent $i, a_{i} \in \mathcal{A}$ |
| $b_{j}$ | Preference profile for agent $j, b_{j} \in \mathcal{B}$ |
| $n_{A}$ | Number of agents on side $A$ |
| $n_{B}$ | Number of agents on side $B$ |
| $\theta$ | Market thickness $\theta=\frac{n_{B}}{n_{A}}$ |
| $k$ | Length of preference lists |
| $c$ | Correlation of preferences |
| $\tau$ | Re-matching friction |
| $\mu$ | Matching |
| $s$ | Size of matching, counted in pairs of agents |
| $u$ | Unassigned percentage on side $A, u=1-\frac{s}{n_{A}}$ |
| $v$ | Unassigned percentage on side $B, v=1-\frac{s}{n_{B}}$ |
| $r(\mu(i))$ | Matched rank of agent $i$ in matching $\mu$ |
| $\tilde{r}_{a}$ | Median matched rank of agents in $\mathcal{A}$ |
| $\tilde{r}_{b}$ | Median matched rank of agents in $\mathcal{B}$ |
| $\rho_{i}$ | Number of blocking pairs for agent $i$ |
| $\bar{\rho}_{i}$ | Number of blocking pairs with unmatched agents for agent $i$ |
| $\tilde{\rho}_{i}$ | Number of blocking pairs with matched agents for agent $i$ |

```
Algorithm 2 General Proposal Dynamic
Require: \(\mathcal{A}, \mathcal{B}, \mu\)
Ensure: \(\mu\) is a matching
    \(p \leftarrow \operatorname{SelectProposer}(\mathcal{A}, \mathcal{B})\)
    \(m_{p} \leftarrow \mu(p)\)
    \(r \leftarrow\) SelectResponder \((p)\)
    \(m_{r} \leftarrow \mu(r)\)
    if \(p \succ_{r} m_{r}\) and \(r \succ_{p} m_{p}\) then
        \(\mu\left(m_{p}\right) \leftarrow m_{p}, \mu\left(m_{r}\right) \leftarrow m_{r}\)
        \(\mu(r) \leftarrow p, \mu(p) \leftarrow r\)
    end if
    return \(\mu\)
```

We study the macro-level convergence properties of the search behaviour. On an individual agent level, the market needs not to be in equilibrium. There have been studies on the equilibrium of decentralised matching processes. Niederle and Yariv (2009) study such applications where firms and workers have aligned preferences and show the conditions for having a stable matching in equilibrium. Haeringer and Wooders (2011) examine equilibrium behaviour with slightly different models, where agents cannot be re-matched to a previously rejected partner, but their model is otherwise similar to ours as agents have to respond immediately. Diamantoudi et al. (2015) look at stability when agents make a commitment to a partner, which can either be only for a certain period, or an infinite commitment so that participants exit the market, or only a one-sided commitment. They show that having a requirement for firms to commit to an employee can result in unstable matchings in equilibrium. In our models we mostly concentrate at the no-commitment scenario, except in the impediments scenario. Pais (2008) analyses the equilibrium with limited information about preferences. Eriksson and Häggström (2007) also study decentralised matching, but they do not make any underlying assumptions about how the matching is reached. Instead, they measure the degree of instability in some random matchings. However, if some decentralised matching model is assumed, the resulting matching would not be a uniform selection of all the possible matchings.

In addition there have been experimental studies (Echenique and Wilson, 2009; Echenique and Yariv, 2013) about decentralised matching markets with human subjects which show that stability tends to be a prevalent outcome, but is not always guaranteed. The interesting aspect in those cases is human behaviour, which usually also restricts the size of the experiments, which tend to be small - 10-20 participants. Zhou et al. (2014b) use real-world data from small and large on-line matching markets and study
the statistical regularities of those matchings, mainly how the size of the markets relates to the size of the matching. This is also what we are interested in. Unfortunately they do not count the size of the two sides of the markets, but only the overall size.

### 2.3 Preference generation

Nevertheless, we look at heterogeneous agents with various degrees of correlation in their preferences and the availability of matches. We model a situation where the preferences of the agents are all idiosyncratic (effectively random) and agents find all partners acceptable. Yet, we also look at some structural constraints. Firstly, we introduce limited preference lists indicating that an agent finds only a fraction of the partners acceptable. Second, preference lists are somewhat correlated, or in extreme cases, preferences are exactly the same, indicating common tastes.

In the real world, correlated preferences show "popular tastes", e.g. all agents have similar preferences for high paying jobs or are interested in simple assignments, etc. The length of the preference list, however, indicates the probability of an agent being found unacceptable, even if a certain agent would be the only candidate. So a person without a pilot's licence would never be employed as a pilot. Thus, shorter preference lists imply that not all agents are acceptable to a particular position.

We assume that agents have strict preferences for agents (workers or positions) from the opposite side of the market. In the simplest case preferences are random, i.e. each agent has a totally idiosyncratic preference ordering. In general we can think of more structured preferences in a society, parametrised by the length of the preference list $(k)$ and the correlation between the preference lists (c). In our experiments, the preference list limit $k$ is set to be the same for all agents. Correlated preferences are from a global preference ordering. The degree of correlation is also the same for all agents, but the preference ordering is not necessarily the same when comparing two agents.

We generate the preferences using algorithm 3 with parameters $k, c$ and $n$. This algorithm is a modified version of a random permutation algorithm from Knuth (1997a) to generate correlated preferences with parameter $c$. The algorithm starts with a master list of $n$ numbers (agents). Then it iterates the list from beginning to end, each time at position $j$ randomly selecting a position $q \in[j+1, n]$ to exchange values with. The correlation parameter $c$ states how biased the randomly selected position is, higher values indicate that the exchange position is selected closer to the current position $j$. With $c=0.0$ the selection is uniformly probable over all positions, until finally at $c=1$ the exchange position is always the active

```
Algorithm 3 Correlated permutation
Require: \(n, k \in[0,1], c \in[0,1]\)
Ensure: \(p\) is a permutation of unique numbers
    \(p \leftarrow 1,2,3, \ldots, n, j \leftarrow 0, l \leftarrow k \cdot n\)
    while \(j<l\) do
        \(r \leftarrow[0.0,1.0]\) uniform random number between 0 and 1
        \(q \leftarrow\left\lfloor n-(n-j) \cdot r^{1-c}\right\rfloor\)
        \(t \leftarrow p_{q}, p_{q} \leftarrow p_{j}, p_{j} \leftarrow t\)
        \(j \leftarrow j+1\)
    end while
    return \(\left\{p_{1}, p_{2}, \ldots, p_{l}\right\}\)
```



Figure 2.2: Preference probabilities with degrees of correlation
position and all the generated lists are exactly the same. There is one global ordering of agents for each side of the market that is used for generating correlated preferences.

The power of uniform distribution $\mathcal{U}^{1-c}$ used to randomly select the exchange positions while generating the correlated preference list is proportional to the Beta distribution with parameters $\operatorname{Beta}\left(\frac{1}{1-c}, 1\right) \sim \mathcal{U}^{1-c}$. In Figure 2.2, we see the probabilities of having a particular value at some position in a list of 10 values between 0 and 9 . Each box is a position in a list and displays the probability of having a certain value in that position. We see that when $c=1.0$ then all positions have a $100 \%$ probability of having the same value and when $c=0.0$ then all values in any position are uniformly probable.

In Figure 2.3, we compute for comparison the mean Spearman $\rho$ and Kendall $\tau$ correlation coefficients over all the preference lists. We compute two types of means over the correlation coefficients, first compared to the initial global ordering and then a mean over pairwise correlations among a random sample of preference lists. We see that the pairwise means are always below when compared to the correlation with the global ordering. This is because although all the preferences are a similar distance from the global list, the generated lists might still be far from each other, i.e. have a


Figure 2.3: Spearman $\rho$ and Kendall $\tau$ of generated preferences
lower correlation. That is the case with small degrees of correlation. Still, when the correlation $c=1.0$ all the lists are exactly the same and the $\rho$ and $\tau$ values are also 1.0.

In reality, the limit of the preference list might be due to skill mismatch in position requirements and for agents based on utility. Similar limitations on the length of preferences have been studied in Zhang (2001) and Laureti and Zhang (2003). We consider the preferences to be "known" to the agents only in terms of the behaviour model employed. So, for example, in the Better proposal model, agents would select a random proposal that is an improvement over their current match, but it might not be their most preferred match.

We do not study societies where, in general, positions and workers might have aligned preferences as in Niederle and Yariv (2009). High correlations between preference lists are usually driven by people receiving similar information about alternatives and also due to similar value systems. It is observed by Roth and Peranson (1999) that high correlations limit the size of the core of stable matchings. Certain aspects of correlation have been investigated by Biró and Norman (2012) that looks at fully correlated preference lists by varying the length of preference lists and its effect on convergence to stability.

There have been additional studies on the effect of correlation. Generally, correlation is defined as the agent's utility function in the form $u_{a_{i}}\left(b_{j}\right)=\beta \cdot \xi\left(b_{j}\right)+\xi_{a_{i}}\left(b_{j}\right)$ (Ashlagi et al., 2013a; Caldarelli and Capocci,


Figure 2.4: Convergence over time

2001; Boudreau and Knoblauch, 2010) and then sorted to obtain a preference ordering. The parameter $\beta$ is the correlation parameter and in case of $\beta=0$ we would recover the uncorrelated preferences. The $\xi\left(n_{j}\right)$ is the global popularity of the agent $b_{j}$ and $\xi_{a_{i}}\left(b_{j}\right)$ is the specific utility of agent $a_{i}$ for agent $b_{j}$. It should be noted that $\beta$ can be arbitrarily large, thus it is hard to have fully correlated preference lists. (Boudreau and Knoblauch (2010)) define a similarity measure for preference lists after generation, but usually the results are still far from fully correlated ( $c=1.0$ ) preferences.

### 2.4 Computational experiments and convergence

All our experiments are carried out with $n_{A}=|\mathcal{A}|=1000$ agents. We vary the market thickness $\theta=\frac{n_{B}}{n_{A}} \in[0.5,2.0]$, which varies in the number of agents on side $\mathcal{B} n_{B}=|\mathcal{A}| \in[500,2000]$. We do 300,000 matches. Figure 2.4 shows that with all the behaviour models and various values of market thickness, the matching size converges to a steady-state. This does not mean that there are no changes in the matching. Individual agents still change their matches whenever their behavioural mechanism conditions are met. In the experiments, the result was almost never a stable matching without blocking pairs. Therefore, small fluctuations always occur in the matching, but Figure 2.4 demonstrates that this does not have a significant effect on the macro-level of matching.

### 2.5 Stability of a matching

Ackermann et al. (2008) showed that the lower bound for convergence time to stability is exponential $2^{\Omega(n)}$ with respect to $n$ being the number of agents on one side of a thick $(\theta=1.0)$ market and with full preference lists. This indicates that with large $n$ stability becomes nearly impossible. Our decentralised behaviour models operate by satisfying blocking pairs in each
transaction, otherwise the proposal is rejected. These are not guaranteed to lead to stability, as some blocking pairs are satisfied some new blocking pairs are created. Furthermore it has been shown that by satisfying blocking pairs in our Blocking Proposal behaviour the matching may cycle (Knuth, 1997b; Ackermann et al., 2008).

The results of probability of stability with $n_{A}=n_{B}=100$ and varying $c$ and $k$ is presented in Figure 2.5. Similar results are reported by Biró and Norman (2012), where they look at $k \cdot n \leq 8$. We observe that the behaviours do not always converge to a stable matching when $k \geq 0.20$, that is there are more than 19 candidates on agents' preference lists. This is in-line with the exponential convergence as $2^{19} \approx 500000$ expectation of potential proposals that are processed in our experiments.


Figure 2.5: Probability of a stable matching with $n_{A}=n_{B}=100$

However, when we enlarge the number of agents to $n_{A}=n_{B}=1000$ we see in Figure 2.6 that stability is very rare, as there are always blocking pairs. Stability arises only when preference lists are very short $(k<0.10)$ or when $c=1$. The latter only occurs in Blocking proposal behaviours. Roth and Vate (1990) showed that by randomly satisfying blocking pairs, the matching eventually reaches stability with probability one. Although, there may be cycles in satisfying the blocking pairs, there is at least one path, sequence of such pairs, that always end up in a stable matching. Apparently when preference lists are short or very correlated, the possibility of a cycle in satisfying blocking pairs is small, thus we converge to a stable matching faster than with longer or less correlated preferences. Also the situation when preferences are fully correlated, $c=1.0$, is special as it allows better coordination in a decentralised market. In Figure 2.5 we saw that fully correlated preference lists can be must longer as still have near $100 \%$ probability of a stable matching.

As stable matchings are rare with 1000 agents on both sides, we turn our attention the number of blocking pairs. In Figure 2.6 we show the number of blocking pairs by $k$ and $c$. We see that the length of the preference list $(k)$ has the greatest effect.


Figure 2.6: Average number of blocking pairs in a matching with $n_{A}=n_{B}=1000$

If we look at the probability of having a random pair of agents a blocking pair, we see that this is almost constant in each of the mechanisms. The probability of a blocking pair is $\operatorname{Pr}(\rho)=\frac{\rho}{n_{A} \cdot k \cdot n_{B} \cdot k}$. Fitting the probability to a linear model in the form (2.1), we obtain the results in Table 2.4.

$$
\begin{equation*}
\operatorname{Pr}(\rho \mid c)=\beta_{1}+\beta_{2}[c=0.9]+\ldots+\beta_{11}[c=0.0] \tag{2.1}
\end{equation*}
$$

We see that with Noise models ((1), (2)) the blocking pair probability is about $\operatorname{Pr}(\rho) \approx 20 \%$, slightly decreases with $c$, but is around $11 \%-12 \%$ when $c=0.0$. For Better proposal models ((3), (4)) the $\operatorname{Pr}(\rho) \approx 30 \%$ and slightly higher $33 \%$ only for $c=0.9$ in Better Proposal (4). However in Better Proposal A behaviour the probability of a blocking pair decreases slightly with correlation decreasing, indicating some coordinating effect from just A-side proposing. For Best Proposal behaviour model (5) the fit when $c=1.0$ is lowest compared to smaller correlation, but then increases significantly when $c \approx 0.9$ to $35 \%$ and finally settles to about $30 \%$. Finally with Blocking Proposal A (6) blocking pairs probability settles to about $27 \%$, that is lower compared to just Blocking Proposal, again indicating some coordinating effect from just A-side proposing.

To summarise, the noisy (ZI), models we have the lowest probability for blocking pairs compared to more sophisticated behaviours. Furthermore, the more sophisticated behaviour often benefit from having the proposing side fixed as the proportion of blocking pairs slightly is lower.


Figure 2.7: Blocking pairs in a matching with $c=0.0$ and $k=100 \%$

Table 2.4: Probability of a blocking pair

|  | $\operatorname{Pr}(\rho \mid c) \cdot 100 \%$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| $c=1.0$ | $\begin{gathered} 19.690^{* * *} \\ (0.042) \end{gathered}$ | $\begin{gathered} 19.641^{* * *} \\ (0.040) \end{gathered}$ | $\begin{gathered} 30.022^{* * *} \\ (0.067) \end{gathered}$ | $\begin{gathered} 30.558^{* * *} \\ (0.068) \end{gathered}$ | $\begin{gathered} 24.683^{* * *} \\ (0.102) \end{gathered}$ | $\begin{gathered} 32.975^{* * *} \\ (0.080) \end{gathered}$ |
| $c=0.9$ | $\begin{gathered} -5.759^{* * *} \\ (0.062) \end{gathered}$ | $\begin{gathered} -5.648^{* * *} \\ (0.060) \end{gathered}$ | $\begin{gathered} 3.362^{* * *} \\ (0.099) \end{gathered}$ | $\begin{gathered} 0.651^{* * *} \\ (0.101) \end{gathered}$ | $\begin{gathered} 10.110^{* * *} \\ (0.151) \end{gathered}$ | $\begin{aligned} & -0.148 \\ & (0.118) \end{aligned}$ |
| $c=0.8$ | $\begin{gathered} -7.513^{* * *} \\ (0.059) \end{gathered}$ | $\begin{gathered} -7.455^{* * *} \\ (0.057) \end{gathered}$ | $\begin{gathered} 1.915^{* * *} \\ (0.095) \end{gathered}$ | $\begin{gathered} -1.172^{* * *} \\ (0.096) \end{gathered}$ | $\begin{gathered} 7.751^{* * *} \\ (0.145) \end{gathered}$ | $\begin{gathered} -2.597^{* * *} \\ (0.113) \end{gathered}$ |
| $c=0.7$ | $\begin{gathered} -8.488^{* * *} \\ (0.060) \end{gathered}$ | $\begin{gathered} -8.266^{* * *} \\ (0.058) \end{gathered}$ | $\begin{gathered} 0.629^{* * *} \\ (0.096) \end{gathered}$ | $\begin{gathered} -2.275^{* * *} \\ (0.097) \end{gathered}$ | $\begin{gathered} 6.292^{* * *} \\ (0.146) \end{gathered}$ | $\begin{gathered} -4.205^{* * *} \\ (0.115) \end{gathered}$ |
| $c=0.6$ | $\begin{gathered} -8.531^{* * *} \\ (0.062) \end{gathered}$ | $\begin{gathered} -8.440^{* * *} \\ (0.060) \end{gathered}$ | $\begin{aligned} & 0.211^{* *} \\ & (0.099) \end{aligned}$ | $\begin{gathered} -2.777^{* * *} \\ (0.101) \end{gathered}$ | $\begin{gathered} 5.789^{* * *} \\ (0.151) \end{gathered}$ | $\begin{gathered} -4.748^{* * *} \\ (0.118) \end{gathered}$ |
| $c=0.5$ | $\begin{gathered} -8.640^{* * *} \\ (0.062) \end{gathered}$ | $\begin{gathered} -8.561^{* * *} \\ (0.059) \end{gathered}$ | $\begin{gathered} -0.288^{* * *} \\ (0.099) \end{gathered}$ | $\begin{gathered} -3.062^{* * *} \\ (0.100) \end{gathered}$ | $\begin{gathered} 5.244^{* * *} \\ (0.150) \end{gathered}$ | $\begin{gathered} -5.214^{* * *} \\ (0.118) \end{gathered}$ |
| $c=0.4$ | $\begin{gathered} -8.445^{* * *} \\ (0.060) \end{gathered}$ | $\begin{gathered} -8.454^{* * *} \\ (0.058) \end{gathered}$ | $\begin{gathered} -0.162^{*} \\ (0.096) \end{gathered}$ | $\begin{gathered} -3.272^{* * *} \\ (0.098) \end{gathered}$ | $\begin{gathered} 5.293^{* * *} \\ (0.147) \end{gathered}$ | $\begin{gathered} -5.443^{* * *} \\ (0.115) \end{gathered}$ |
| $c=0.3$ | $\begin{gathered} -8.289^{* * *} \\ (0.059) \end{gathered}$ | $\begin{gathered} -8.421^{* * *} \\ (0.057) \end{gathered}$ | $\begin{gathered} -0.300^{* * *} \\ (0.094) \end{gathered}$ | $\begin{gathered} -3.337^{* * *} \\ (0.096) \end{gathered}$ | $\begin{gathered} 5.260^{* * *} \\ (0.143) \end{gathered}$ | $\begin{gathered} -5.592^{* * *} \\ (0.113) \end{gathered}$ |
| $c=0.2$ | $\begin{gathered} -8.330^{* * *} \\ (0.061) \end{gathered}$ | $\begin{gathered} -8.264^{* * *} \\ (0.059) \end{gathered}$ | $\begin{gathered} -0.225^{* *} \\ (0.098) \end{gathered}$ | $\begin{gathered} -3.611^{* * *} \\ (0.100) \end{gathered}$ | $\begin{gathered} 4.954^{* * *} \\ (0.149) \end{gathered}$ | $\begin{gathered} -5.884^{* * *} \\ (0.117) \end{gathered}$ |
| $c=0.1$ | $\begin{gathered} -8.319^{* * *} \\ (0.059) \end{gathered}$ | $\begin{gathered} -8.234^{* * *} \\ (0.057) \end{gathered}$ | $\begin{gathered} -0.207^{* *} \\ (0.094) \end{gathered}$ | $\begin{gathered} -3.526^{* * *} \\ (0.096) \end{gathered}$ | $\begin{gathered} 5.183^{* * *} \\ (0.143) \end{gathered}$ | $\begin{gathered} -5.792^{* * *} \\ (0.113) \end{gathered}$ |
| $c=0.0$ | $\begin{gathered} -8.348^{* * *} \\ (0.060) \end{gathered}$ | $\begin{gathered} -8.260^{* * *} \\ (0.057) \end{gathered}$ | $\begin{gathered} -0.238^{* *} \\ (0.095) \end{gathered}$ | $\begin{gathered} -3.412^{* * *} \\ (0.097) \end{gathered}$ | $\begin{gathered} 5.086^{* * *} \\ (0.146) \end{gathered}$ | $\begin{gathered} -5.904^{* * *} \\ (0.114) \end{gathered}$ |
| Note: | ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}$ | $<0.05 ;{ }^{* * *} \mathrm{p}$ | 0.01 |  |  |  |

However, the market thickness has some effect on the probability of blocking pairs. Figure 2.7 shows how the probability of a blocking pair is impacted by the thickness parameter $\theta$. First we observe that the probability of a blocking pair is always highest when the market is thickest, that is $\theta=1$. Also the effect is symmetrical with respect to thickness as $\operatorname{Pr}(\rho \mid \theta=0.5) \approx \operatorname{Pr}(\rho \mid \theta=2.0)$, which is expected and the same holds true for models where the agents from A-side are always in the proposers role. Moreover, the noisy model is again superior to other models, as it has always a lower probability for a blocking pair.

The Figure 2.7 indicates that the number of blocking is bounded by the number of agent pairs, as $\frac{\rho}{n_{A} \cdot n_{B}} \rightarrow$ const.. Khuller et al. (1994) show that there is a lower bound of $\Omega\left(n^{2}\right)$ for on-line randomised matchings. However, we see that the constant is important, as the Noise Proposal mechanisms result about three time lower number of blocking pairs.

### 2.6 Unassigned agents in a thick market

### 2.6.1 Analysis of convergence conditions

Our probabilistic analysis considers the simpler situation where the market is thick $(\theta=1.0)$, all agents have full $(k=1.0)$ and uncorrelated preference lists $(c=0.0)$. With limited preference lists, the analysis would not hold and would need to be augmented with probabilities of having certain agents on a preference list. Similarly, with correlation, we would need to assume some probability of having certain agents higher on the preference lists. Calculations are much more simplified, when we can assume this to be of uniform probability for all the relevant agents.

There are four types of events that can occur in all of the decentralised matching behaviour models:
$e_{1}$ Two previously unmatched agents are matched. The size of the matched population increases by one on both sides and nobody becomes unmatched. The net change in the size of the matching will be one.
$e_{2}, e_{3}$ One unmatched agent (either from $\mathcal{A}$ or $\mathcal{B}$ ) is matched to another matched agent. The matched population increases by one, but one previously matched agent now becomes unmatched due to the divorce of the already matched agent. The net change in the matching size will be zero.
$e_{4}$ Two already matched agents are matched to each other and consequently two divorces occur. The net change in the size of the matching will be minus one.

We are interested in understanding the convergence of the size of the matching. Since for events $e_{2}$ and $e_{3}$ the net change in the matching is zero, we are not interested in those events. The size of the matching changes only with the events $e_{1}$ and $e_{4}$ and has converged when $\Delta s=P\left(e_{1}\right)-P\left(e_{4}\right) \rightarrow$ 0 . We analyse the probabilities of the events $e_{1}$ and $e_{4}$ for all of the six decentralised behaviour models. This is similar to the model in (Mortensen and Pissarides, 1999, p. 1185). However, Mortensen and Pissarides (1999) analyse the model on a macroscopic level with transition probabilities on a Markov chain. Yet, we analyse the model on an agent level, where the transition probabilities depend on the states of the agents.

Noise Proposal and Noise Proposal A Whenever two unmatched agents meet, they always prefer to be matched rather than unmatched, given our assumptions about preferences. Hence, the probability for event $e_{1}$ is the probability for two unmatched agents to meet as in (2.2).

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{2.2}
\end{equation*}
$$

The probability of event $e_{4}$ is selecting two matched agents that prefer to be matched. This firstly depends on selecting two matched agents, one from $\mathcal{A}$ and the other from $\mathcal{B}$. Secondly, the selected agents would both have to be higher on each other's preference lists than their current match. The latter is an average over all the matched agents. This is summarised in (2.3).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}}\right)\left(\frac{s}{n_{B}}\right) & \left(\frac{1}{s} \sum_{i \in s, i \in B} P(r(\mu(i))>x) P(X=x)\right) . \\
& \cdot\left(\frac{1}{s} \sum_{i \in s, i \in A} P(r(\mu(i))>x) P(X=x)\right) \tag{2.3}
\end{align*}
$$

Since the probability of selecting an agent in a particular position is uniform, $P(X=x)=\frac{1}{n}$, and the number of agents $n$ is either $n_{A}$ or $n_{B}$, depending on which side we are looking at, we can simplify (2.3), which results in (2.4).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}^{2}}\right)\left(\frac{s}{n_{B}^{2}}\right) & \left(\frac{1}{s} \sum_{i \in s, i \in B} P(r(\mu(i))>x)\right) . \\
& \cdot\left(\frac{1}{s} \sum_{i \in s, i \in A} P(r(\mu(i))>x)\right) \tag{2.4}
\end{align*}
$$

Better proposal A The probability of event $e_{1}$ is the same as with Noise behaviour. The probability that an unmatched agent $a_{i}$ is selected from $\mathcal{A}$ and then the probability that the agent will select an unmatched agent is $b_{i} \in \mathcal{B}$. Since agent $a_{i}$ has a full preference list, the selection is made from the entire set $\mathcal{B}$. This results in the probability of two unmatched agents being selected, as expressed in Equation (2.5).

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{2.5}
\end{equation*}
$$

To find the probability of event $e_{4}$ of Better proposal A , we first have to take the probability of selecting a matched agent from $\mathcal{A}$. Then the selected agent $a_{i}$ will randomly select an agent from the set of better matches on its preference list. The matching is successful only if the selected agent from $\mathcal{B}$ side finds $a_{i}$ acceptable as well. This means, by definition, that the two agents have to form a blocking pair. With $\tilde{\rho}_{i}$ we count the number of blocking pairs with another matched agent from $\mathcal{B}$ for agent $a_{i}$. This results in probability for event $e_{4}$ as in Equation 2.6.

$$
\begin{equation*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right) \tag{2.6}
\end{equation*}
$$

Better proposal When an agent from either side can act as a proposer, we only need to weigh the proposer's selection probabilities by the size of the respective agent-sets. For the probability of event $e_{1}$, this would result in Equation (2.7), which simplifies to the same result as (2.5).

$$
\begin{align*}
\widehat{P\left(e_{1}\right)} & =\left(\frac{n_{A}}{n_{A}+n_{B}}+\frac{n_{B}}{n_{A}+n_{B}}\right)\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right)= \\
& =\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{2.7}
\end{align*}
$$

The probability of event $e_{4}$ for Better proposal behaviour is again similar to the Better proposal A. We first take the probability of selecting a matched agent from either from $\mathcal{A}$ or $\mathcal{B}$. If the proposing agent is selected, then selecting an accepting responder has the same probability as (2.6), but over all of the agents in $\mathcal{A} \cup \mathcal{B}$, which results in total probability as in

Equation (2.8).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)} & =\frac{n_{A}}{n_{A}+n_{B}}\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right)+ \\
& +\frac{n_{B}}{n_{A}+n_{B}}\left(\frac{s}{n_{B}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in B} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right)= \\
& =\frac{1}{n_{A}+n_{B}} \sum_{i \in \mu} \frac{\tilde{\rho}_{i}}{r(\mu(i))} \tag{2.8}
\end{align*}
$$

Blocking proposal $\mathbf{A}$ The probability of event $e_{1}$ depends on selecting an unmatched agent $a_{i}$ from $\mathcal{A}$ and then agent $a_{i}$ selecting an unmatched agent from among its blocking pairs. On average, this results in probability as in Equation (2.9). When all agents have full preference lists, we could simplify even further with $\bar{\rho}_{i}=n_{B}-s$ as all unmatched B agents would be blocking pairs for any unmatched A agent.

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(\frac{1}{n_{A}-s} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}}\right)=\frac{1}{n_{A}} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}} \tag{2.9}
\end{equation*}
$$

Similarly the probability of event $e_{4}$ depends on selecting a matched agent $a_{i} \in \mathcal{A}$ and this agent $a_{i}$ selecting a blocking pair with a matched agent from among all blocking pairs, including the ones with and unmatched agent. This results in probability as in Equation (2.10).

$$
\begin{equation*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}}\right)=\frac{1}{n_{A}} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}} \tag{2.10}
\end{equation*}
$$

Blocking proposal Similarly to the Better proposal behaviour, we need to weigh the probabilities in Equations (2.9) and (2.10) against the probabilities of selecting an agent either from $\mathcal{A}$ or $\mathcal{B}$. This results in probabilities as in Equations (2.11) and (2.12) for $e_{1}$ and $e_{4}$ respectively.

$$
\begin{align*}
\widehat{P\left(e_{1}\right)} & =\frac{n_{A}}{n_{A}+n_{B}}\left(1-\frac{s}{n_{A}}\right) \frac{1}{n_{A}-s} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}}+ \\
& +\frac{n_{B}}{n_{A}+n_{B}}\left(1-\frac{s}{n_{B}}\right) \frac{1}{n_{B}-s} \sum_{i \notin \mu, i \in B} \frac{\bar{\rho}_{i}}{\rho_{i}}= \\
& =\frac{1}{n_{A}+n_{B}} \sum_{i \neq \mu} \frac{\bar{\rho}_{i}}{\rho_{i}} \tag{2.11}
\end{align*}
$$



Figure 2.8: Comparison of expected and experimental probabilities of event $e_{1}$


Figure 2.9: Comparison of expected and experimental probabilities of event $e_{4}$

$$
\begin{align*}
\widehat{P\left(e_{4}\right)} & =\frac{n_{A}}{n_{A}+n_{B}} \frac{s}{n_{A}} \frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}}+\frac{n_{B}}{n_{A}+n_{B}} \frac{s}{n_{B}} \frac{1}{s} \sum_{i \in \mu, i \in B} \frac{\tilde{\rho}_{i}}{\rho_{i}}= \\
& =\frac{1}{n_{A}+n_{B}} \sum_{i \in \mu} \frac{\tilde{\rho}_{i}}{\rho_{i}} \tag{2.12}
\end{align*}
$$

In Figures 2.8 and 2.9, we compare the results of the probabilistic matching estimations from the structural properties of the matchings $\widehat{P(\cdot)}$ from the specified equations and actual observed probabilities $P(\cdot)$ from computational experiments. The figures show the average difference in these probabilities with $99 \%$ confidence bounds on normal distributions. We see that with all the behaviours, the statistical difference between the estimated and observed probabilities is close to zero and is always within the $99 \%$ bound (Figure 2.8 and 2.9). This indicates that the structural properties of the matchings are as expected.


Figure 2.10: Statistical difference in $P\left(e_{1}\right)$ and $P\left(e_{4}\right)$

In Figure 2.10 we investigate the convergence of the matching process. The process converges when $\Delta s=P\left(e_{1}\right)-P\left(e_{4}\right) \rightarrow 0$. This figure demonstrates that the difference $P\left(e_{1}\right)-P\left(e_{4}\right) \approx 0$ is statistically within the $99 \%$ confidence bound. This is not to say that the matching freezes. There are still new matches made as well as broken. Rather the statistical properties of the matching, in terms of size, distribution of obtained rank, and the distributions of blocking pairs, converge and become stationary.

### 2.6.2 Structured preferences

Now we vary the correlation and the length of preferences, but still keep the market thick, that is $\theta=1.0$. As previously in Figure 2.6 we saw that only with very short preference lists , $k=0.02$, the decentralised behaviours lead to stable matchings. In Figure 2.11 we show the unassigned agents in those matchings. Due to small $k$ there are many unmatched agents, about $70 \%$ to $90 \%$, even when these preferences are uncorrelated ( $c=0.0$ ).


Figure 2.11: Unassigned agents in a stable matching $\theta=1.0$
However, when $k$ is increased, the probability of being unassigned decreases dramatically (Figure 2.12), to around $20 \%$, when preferences are uncorrelated. Then again these matchings are unstable and there is potentially a significant amount of re-matches.

Additionally, in Figure 2.11, we see that the size of all the stable matchings is the same, even with the optimal Deferred-Acceptance. This shown always be the case in the "Rural Hospitals" theorem reviewed previously.


Figure 2.12: Unassigned agents in an unstable matching $\theta=1.0$

However, in the case when the decentralised behaviour find unstable matchings, we see that the optimal matching would often be an improvement, at least when the preferences are moderately correlated, $c \leq 0.5$. Noise proposal does slightly better, than other decentralised behaviours, but mostly only in the moderate correlation region. Once the preference lists are short and highly correlated, there is always large percentage of agent unassigned, even in the optimal stable matching.

### 2.7 Unassigned agents in a thin market - the Beveridge curve

### 2.7.1 Beveridge curve and the movement along the curve

We look at the Beveridge curve without any structure in preferences, that is $c=0.0$ and $k=1.0$. Figure 2.13 contains data points for all six of the behaviours.

The thickness $(\theta)$ of the market sides determines where on the Beveridge curve the steady-state of the matching is situated. In Figure 2.13 the lines represent some examples of market thickness. When the market is thick, i.e. we have equal number of agents on both sides $(\theta=1.00)$, the result will lie on the 45 degree line. When the market is biased toward one or the other side, we move along the Beveridge curve to the upper left or lower right. Different values for thickness can be considered the effects of outside influences, e.g. economic state that influence the job destruction and creation rates. So the curve is the result of out-of-equilibrium state of the wider marker.

It appears that the best and largest matching outcome is obtained when agents behave randomly in the market, as in the two Noise proposal behaviours. Moreover, it is not relevant how the proposing power is distributed, the results are the same on average. Strangely enough, the size of the matching is much smaller when agents exhibit more intelligent behaviour, by proposing only to more preferred agents (Better proposing behaviours) or only to agents they know will accept (Blocking proposing behaviours). This is most likely the result of a matching transaction being


Figure 2.13: Beveridge curves
much more likely in the latter two cases than with noisy proposals. Thus a lower steady-state is reached due to agents making many more swaps in their partner.

It is also clear that in any of the mechanisms, which side proposes selection does not affect the size of the match. This might be an indication of the fact that being a proposer is not that relevant in large markets, as has been also discovered in large centralised matching markets (Roth and Peranson, 1999; Immorlica and Mahdian, 2015).

Depending on market thickness, the ratio of free agents is higher on the larger side on the market. In case of Better and Blocking response behaviours, the change in free agents depends linearly on market thickness. In the case of the zero-intelligence Noise proposing behaviour, the relation of the number of free agents with thickness is not linear, but is akin to a square root function. So the size of the matching increases faster with Noise proposing behaviour when the market is becoming thicker $(\theta \rightarrow 1.00)$ compared to other behaviours.

### 2.7.2 Shifts in the Beveridge curve

The Beveridge curve is concerned with the size of the matching. Most empirical curves show a relationship between unemployment and vacancies, and it is never the case that neither of them is zero. This is usually attributed to the structural properties of preferences - some workers are not suitable for some jobs. We observe a similar effect of having structure in preferences. In addition, we show that the shift can also be the effect of search behaviour.

It has been long assumed that shifts of the Beveridge curve are due to the structure of preferences in the labour market (Abraham and Katz, 1986; Blanchard et al., 1989; Mortensen and Pissarides, 1999; Sahin et al., 2014): namely, where workers can and would like to work, and similarly who the employers would like to hire. If agents are low on the preference lists for every position or not on the list at all, it is very hard for them to find a match.

We model the preferences of the agents in terms of correlation $c$ in a society and the length $k$ of the preference lists. Both these factors play a significant role in how good, large, the match is. In the experiments in Figures 2.14 and 2.15 , we vary $c$ and $k$ simultaneously to understand their interaction effects. If preference lists are very correlated (Figure 2.14), the matching tends to be small, which is also the case when the lists are short (Figure 2.15). However, it also appears that either of these features can determine the location of the Beveridge curve on its own. Conversely to the trend even when the lists are short, but with low correlation, large matches can result. This can also occur when the lists are long and correlation is high. Naturally, with long lists and low correlation, the matching is the largest. So the relationship in preference list parameters ( $c$ and $k$ ) and the size of the matching is not straightforward.


Figure 2.14: Beveridge curve and correlation in preferences $c$


Figure 2.15: Beveridge curve and length of preferences $k$
To simplify thinking about the structural properties of the preferences of agents, we use the maximum potential matching to determine the effect of correlations and limited lists on a matching. The maximum potential matching is computed using the Hopcroft-Karp algorithm (e.g. Cormen
et al., 2004, p. 696) in networkX library (Hagberg et al., 2008). This matching is then compared to the maximum matching with no correlations or limits on preferences and this comes down to the number of agents in the smaller side of the market. Thus, when $n_{A}=1000$ and $n_{B}=500$, the maximum matching can be $s_{m}=500$. However, this can never be obtained because the preferences are somewhat structured. The maximum matching returns the size that can be obtained given the preference structure - the potential size $p_{m}$. Figure 2.16 looks at the effect of $\varphi=\frac{p_{m}}{s_{m}}$ on the Beveridge curve. We see that $\varphi$ is close to 1 when we find a large matching with ZI and close to 0 when the matching with ZI is small. The latter may reflect certain skill mismatches in the market similarly to the established stylised facts in macroeconomic literature.


Figure 2.16: Beveridge curve and maximum potential matching

### 2.7.3 Effect of a re-matching friction

The main effect of the behaviours on the size of the matching originates from the differences in probabilities that a transaction ends with a successful re-matching. In the Noise proposal behaviour, a pair of agents is randomly selected, whereas in Better and Blocking proposal behaviours, only the agent on one side is randomly selected. In the latter two, the randomly selected agent only makes proposals that they already find acceptable. ZIagents make proposals to random agents from the other side of the market and learn its ranking during the transaction. Thus, they might eventually reject the match.

Therefore, to disentangle the effect of the Noise proposal behaviour in a comparative context, we tweak our model slightly by adding an friction timer $\tau$ to an individual match. This would lower the probability of a transaction to result in a successful rematch. We investigate the friction effect with preferences, where $c=0.0$ and $k=100 \%$. A new matching is only accepted, when the timer condition is satisfied for both agents forming a match. We implement three types of friction timers:

1. After making a new match lazy agents wait for $\tau$ iterations before accepting a new offer;
2. After making a new match patient agents wait for $\tau$ proposals before accepting a new offer;
3. After making a new match greedy agents accept only matches that are $\tau$ positions higher than their current match.

In Figures 2.17, 2.18 and 2.19 we show the results of lazy, patient and greedy agents respectively. In our experiments the friction is fixed for all agents. We see that by introducing frictions to agents before allowing them to be re-matched, the resulting match becomes larger and the Beveridge curve shifts closer to the origin. This is true for all our modelled behaviours. However, the effect is significantly greater for Better and Blocking proposal behaviours with lazy and patient agents (Figures 2.17 and 2.18). This is caused by the initial lower re-matching probability already present in frictionless Noise proposal behaviour. Moreover, the types of frictions cause some overlap. In frictionless Better and Blocking proposal behaviour, once a pair of agents was selected, the re-matching probability was higher compared to the Noise proposal, so the effect of the friction is also greater.


Figure 2.17: Beveridge curve of lazy agents


Figure 2.18: Beveridge curve of patient agents


Figure 2.19: Beveridge curve of greedy agents

For lazy and patient agents, the effects of the friction are similar. For a patient agent to re-match, they would have to be selected on $\tau$ occasions, whereas a lazy agent would have to wait for $\tau$ iterations. If the selection probabilities of an agent are the same in both cases, it should be straightforward to scale the results of lazy agents to the matching size of patient agents.

Furthermore, regarding patient (Figure 2.18) and greedy (Figure 2.19) agents with large $\tau \approx 100$, the resulting Beveridge curve is close to the origin for all behaviours. With a slightly unbalanced market, the number of free agents on the smaller side becomes effectively zero.

The greedy agent type of friction with smaller values for $\tau$ does not significantly improve the size of the matching (Figure 2.19). Greedy agents accept a re-match only when it improves their position by at least $\tau$ ranks. They would still accept any match if they were unmatched. Similarly to behaviours without the frictions, the Better and Blocking proposal behaviours still result in more unmatched agents than the Noise proposal, as agents would tend to accept proposals more often. Also, the probability of selecting a match for a greedy agent that is a $\tau$-improvement over their current match appears high for the selected $\tau$ as the size of the matching does not increase significantly (Figure 2.19).

### 2.8 Price of invisibility

### 2.8.1 Median rank in a thick market

Unassigned agent is one important aspect of a matching and as a designer we might always aim to minimise the number of unmatched agents. However agents themselves are usually more interested in being matched to a higher ranked position or partner.

Pittel (1989) showes that in the case of random preferences the average rank for side A should be $\ln n$ and for side $\mathrm{B} \frac{n}{\ln n}$. From our data we obtain average rank for side A to be 7.57 and side B 134 , which is close to the expectation from Pittel (1989), as $\ln 1000 \approx 6.9$ and $\frac{1000}{\ln 1000} \approx 145$. As the distribution of matched rank is not necessarily normal the average is slightly different from the median, the median ranks are $\approx 5.4$ for side A and $\approx 94$ for side B.

However, we use the median rank of a matching as a descriptive statistic. The main reason is that the distribution of matched ranks is exponential, most receive their first some their second and then the number of agents decays by rank, and median is much better statistic for an exponential distribution than the mean rank. Secondly median has a much better interpretation to it as half of the agents received a better and half a worse rank then the median, but there is hard to find an agent who received the
average rank. Another alternative would be the the rate parameter of the exponential distribution, but the parameter describes more the skewness of the distribution than the outcome. We denote the median rank by $\tilde{r}_{a}$ and $\tilde{r}_{b}$ for agents on A- and B-side respectively.

We start by looking at thick, balanced, markets. In Figures 2.20, 2.21, 2.22 and $2.23^{1}$ we have plotted the median rank as a function of correlation $(c)$ and length $(k)$ of preference lists. Interesting observations are that in an A-proposing deferred-acceptance matching the median rank for proposers is usually very high (lower number indicate ranked higher), except in a highly correlated markets. However for the responding B-side the median rank, while in many situations it is similar to the proposing side, when preferences are uncorrelated $(c \approx 0.0)$ the median rank is much higher when compared to the proposers. This can be explained by the fact that proposers have idiosyncratic preferences, thus make proposals to different agents and face less competition and consequently the responders receive only a few proposals and are sat a disadvantage.


Figure 2.20: Median rank of a deferred-acceptance matching in a thick market $\left(\theta=1, n_{A}=n_{B}=1000\right)$

This is the result of the stable matching lattice, reviewed in section 1.4, as visible in the example in Table 1.13 on page 38 . When preferences become more correlated, responders have more choice and can be matched to a higher ranked agent. These observations are also confirmed by other papers - Immorlica and Mahdian (2005) and Kojima and Pathak (2009) show that when the preference lists are short, even on one side, the set of stable matchings is likely to be small, and the difference in ranks is also small, which we observe when $k \leq 0.4$. Roth and Peranson (1999) also

[^1]observed empirically that the size of the core is small when preference lists are short. However, in the opposite situation, the difference in matched ranks is greater, as is visible in Figure 2.20.

In Figure 2.21 we show the results from the decentralised behaviours. The Noise Proposal behaviour results in very similar median ranks for both sides, $A$ and $B$, which can be expected as neither side has a definite advantage over the other. The Better and Best Response behaviours show inferior median rank compared to the Noise Proposal. In Noise Proposal model, even the proposer can later reject their own proposed match, the probability that a matching pair will change is much lower than, for example, in Better response. This creates some delay in changing a match so more agents are able to find an initial potential match, thus making future changes more robust. Many changes in a matching means that there are more free agents (as seen in Figure 2.12) willing to accept any match , which can cause the median rank to be lower.
Noise Proposal Better Proposal

Figure 2.21: Median rank of a matching in a thick market $(\theta=1$, $n_{A}=n_{B}=1000$ )

In Figures 2.22 and 2.23 are the results when the proposing power is concentrated on A -side. The median rank for agents in $\mathcal{A}$ and $\mathcal{B}$ are shown respectively. We see that with the Noise Proposal A model the median ranks for the two sides do no differ by much and are also very similar to the Noise Proposal model. This indicated that when the behaviour of agents has a significant amount of uncertainty, market power is not really important. However, with more rational behaviour, in the Better Proposal A and Best Proposal A models, the proposing side is able to obtain a better rank. However, the median rank for the B side remains similar to the shared proposing model (Figure 2.23), which suggests that agents on B-side have nothing to lose by A-side becoming a proposer, but has potential regret by not being proposers themselves.
Noise Proposal A $\quad$ Better Proposal A

Figure 2.22: Median rank for A in a matching in a thick market $(\theta=1$, $n_{A}=n_{B}=1000$ )
Noise Proposal A

Figure 2.23: Median rank for B in a matching in a thick market $(\theta=1$, $n_{A}=n_{B}=1000$ )

### 2.8.2 Median rank in a thin market

In Table 2.5 we have summarised the median ranks from decentralised matchings by pairwise comparisons. We compare the decentralised behaviour models to each other and in addition to centralised deferred- acceptance results. We fit a regression model of the form (2.13) to the data. We are only interested in $\gamma$ coefficients that are statistically significant on $p<0.05$ level and the effect of the coefficient itself is also significant $e^{\gamma}-1>0.05$. This shows that when comparing the two mechanism, the difference in a median rank is significant over the experiments. In the table same or higher indicates that either one behaviour model resulted in same, that there was no statistically or effectively significant differences, or better rankings, the model resulted in statistically and effectively significant differences.

$$
\begin{align*}
\ln (\tilde{r})= & \beta_{1}[c=0.0, k=0.0, m=I]+\ldots+\beta_{n}[c=1.0, k=1.0, m=I]+ \\
& +\gamma_{1}[c=0.0, k=0.0, m=I I]+\ldots+\gamma_{n}[c=1.0, k=1.0, m=I I] \tag{2.13}
\end{align*}
$$

The Table 2.5 shows that almost always Noise Proposal model has higher median rank than any other decentralised behavioural model. Some exceptions occur when the preference lists are really short $(k=0.02)$ or highly correlated $(c=1.0)$. Exceptions occur for agents on the B-side, they achieve better median rank in A proposing models, when preferences become more correlated. This is partially explained again by the competition example mentioned before. So it appears that responding side agents are, in some cases, also better off giving having only A-side proposing.

Table 2.5: Comparison of median rank

| I | II | A-side | B-side |
| :---: | :---: | :---: | :---: |
| Noise | Better | I same or higher |  |
| Noise | Best | I same or higher, except when $k>0.6$ and $c=1.0$ |  |
| Noise | Noise A | I same or higher | II often same, but higher when $0.4 \leq c \leq$ 0.9 |
| Better | Better A | II same or higher | I same or higher, except when $0.7 \leq c \leq$ 0.9 and $0.2 \leq k \leq 0.4$ |
| Best | Best A |  | I higher, except when $c \geq 0.7$ and $0.2 \leq k \leq$ 0.5 |
| Noise A | Better A | I same or higher, except when $k \leq 0.6$ and $c<0.6$ | I same or higher |
| Noise A | Best A | I same or higher, except when $k \leq 0.5$ and $c \leq 0.5$ | I same or higher |
| $\begin{aligned} & \text { DA } \\ & \mathrm{DA} \end{aligned}$ | Noise <br> Noise A | I higher, except when $c=1.0$ |  |

Although, both sides would be better off by having just one side making the proposals, this requires coordination, which is not always easy. As with the Best or Better Proposal behaviours it is beneficial to be the proposing side, as their median rank is almost always higher than for the responders (Figures 2.22 and 2.23). In these situations the responders, in more correlated cases, would not prefer a shared market power either.

Even though the noise models achieved higher median rank than other decentralised behaviour models, the fully centralised deferred-acceptance matching is still an improvement. Only in extreme situations ( $k=0.02$ or $c=1.0$ ) can the Noise models do better. In many cases the noise behaviours are two to three times worse than the Deferred-Acceptance, for example when $k=1.0$ and $c=0.0$ the Noise Proposal behaviour results is 20 times worse median rank, $\tilde{r}_{a} \approx 110$, than the deferred-acceptance, $\tilde{r}_{a} \approx 5.4$. This is the Price of Indivisibility of agents being merely guided by an invisible hand, as proposed by Smith (1776) for individual behaviour in general, in a matching market.

However, there can also be a different kind of market power. Figure 2.24 shows the results of the median rank $\left(r_{a}, r_{b}\right)$ over matched weighted by the length of the preference list $\left(n_{b}, n_{a}\right)$. First we see that with deferredacceptance mechanism the median rank abruptly changes when market thickness shifts away from $\theta=1.0$. When $\theta=1.0$ then agents on both sides obtain a high rank. However when $\theta$ is slighty more or less than one then there is a significant drop in matched median rank for agents on the larger side of the market. Similar observation is made by Ashlagi et al. (2013a,b).


Figure 2.24: Median rank in a decentralised thin market with $c=0.0$ and $k=100 \%$

In decentralised behaviour models the effect of $\theta$ is not so stark. Still agents on the smaller side usually benefit as they have greater opportunity to choose from a larger pool. In most models there is an intersection at $\theta=1.0$, so when the market is thick both sides are matched similarly ranked agents. However, when A-side has proposing power, then in Better Proposal A and Blocking Proposal A behaviours result in better rankings for A-side. Agents from B-side usually end up with slight lower median rank, however, as mentioned in Table 2.5, occasionally can benefit.

The Noise Proposal models still produce a higher median rank for both sides among decentralised models. The Noise Proposal even results in a higher median rank for the larger side in a thin market compared to the centralised deferred-acceptance matching. This also comes with a cost for the smaller side, as they would have much higher median rank in a centralised market. This can also explain why is some situations it is hard to
agree among market participants to organise a centralised clearing house as some might benefit by deviating. See for example job-market for lawyers, where some firms, despite fixed rules, managed to circumvent and make early offers (Roth, 2015, p. 68).

### 2.8.3 Re-matching friction and median rank

Previously, in section 2.7.3, we saw that re-matching frictions can potentially increase the seize of the match in a decentralised market. However, the effect of these frictions is not all positive. The re-matching friction increases the size of the matching, but decreases the median rank of the matched agents. In Figures 2.25, 2.26 and 2.27 we show, similarly to previous section, the results of the median rank ( $\tilde{r}_{a}, \tilde{r}_{b}$ ) over matched agents from the lazy agent experiments, weighted by the length of the preference list $\left(n_{b}, n_{a}\right)$. Lower values indicate that the median agent has a more preferred match.


Figure 2.25: Median rank for A-side lazy agents

First, with lazy agents, we observe that with the Noise Proposal behaviour and minimal impediment the median rank is in about top $20 \%$ position. And surprisingly slightly worse with Blocking Proposal. However, when only A-side has proposing power this side achieves better median rank. However, if A-side is smaller from the two, their median rank is in top $10 \%$ regardless of the friction. The re-matching friction also has significant interaction effect with market thickness $(\theta)$. With noisy behaviour the agents on the smaller side have the power to get matched to more preferred agents, regardless of the friction. However, with Blocking Proposal behaviour the effect depends on who is on which side. For agents on the larger side, the friction has an adverse effect, i.e. the median agent has a less preferred match. Conversely, for agents on the smaller A-side ( $\theta>1.0$ ), the longer waiting time will result in more preferred matches.

Considering patient agents the friction effects on median rank are similar to lazy agents. However, the median rank from different behaviour models are much more similar. The Noise Proposal models are not significantly superior to Best or Blocking proposal models. In addition, with lazy agents we saw that the friction does not affect much the smaller side of the market, however, patients agents can be negatively affected if case the friction is too


Figure 2.26: Median rank for A-side patient agents
severe and result in a lower median rank. We see similar effect, in different degrees, for greedy agents (Figure 2.27). As the friction increases, initially the median rank improves as well, however when passing a certain threshold (here about $\tau \approx 20$ ) the median rank starts decreasing.


Figure 2.27: Median rank for A-side greedy agents

As friction waiting times decrease the expected matched rank of an agent, it might not be rational for agents to participate in such a market. So market participants would advocate for lowering friction, for the reward of being better matched. However, they would also be taking an additional risk of being left unmatched.

### 2.9 Conclusion and discussion

Recent contributions to the economists' understanding of the micro- foundations of the Beveridge curve have enriched the early work of Blanchard et al. (1989). However, substantial gaps remain in our understanding of both the impact of the matching technology as well as the process of including mechanisms which affect the Beveridge curve. Thus, we contribute to this research gap by studying the micro-foundations underlying the Beveridge curve.

We translated the framework of Diamond-Mortensen-Pissarides to an agent-based model, with the intention of explaining both the movements along the Beveridge curve and the shifts (location) of the curve itself. Our simple model shows a two-sided decentralized market game with three key determinants - preferences, information and market conditions. Thus, it may be argued that instead of explicitly modelling labour market institutions, we implicitly include features of institutions by modelling the var-
ious behaviours of agents. Our agents can have degrees of heterogeneous or completely homogeneous preferences. The structure of the preferences indicates a notion associated with the possible mismatch of the skills of workers across jobs. There might be high demand for the same jobs and same workers, which form the source of the mismatch. We have multiple approaches to model preferences. Firstly, agents can be heterogeneous with random preferences and full-length preference lists. Secondly, preferences can be correlated to some degree which is common to all agents. Thirdly, the length of the preference list of the agents can vary, which indicates that not all positions are acceptable or not all agents are suitable for certain positions. This allows us to model the limitations of structural unemployment.

The cornerstone of our analysis is our assumption about information. Information determines how the market game is played. Generally our agents are myopic - at each stage of the game, they make random decisions and accept better proposals without any alternative strategic thinking. Agents do not learn. However, we studied different behavioural models. In our initial Noise proposal (zero-intelligence) model, agents make random proposals. For comparative purposes, we constructed two alternative decision models - the Better proposal and the Blocking proposal model. In the Better proposal model, agents randomly make proposals only to a more preferred agent than their current match. In the Blocking proposal model, agents only make proposals to a random blocking pair, indicating that the proposal is always accepted.

Through the computational experiments, we found the aggregate number of vacancies and unmatched agents which constitute the Beveridge curve. We have three relevant agent related dimensions that explain the position of the curve and/or the current position along the curve -- the correlation of preferences, the length of the preference lists, and the assumptions about the decision-making mechanisms of the agents. For comparative statics, we first showed that low correlation (heterogeneous agents) will shift the Beveridge curve downward and long lists of preferences have a similar effect. We also observed that the assumptions about the decisionmaking behaviour affect the location of Beveridge curve considerably. Noise proposing models shift the Beveridge curve toward the origin compared to the Better or Blocking proposal models. This insight can be interpreted in light of the search and wait unemployment concept - zero-intelligence agents make random proposals that are not always accepted, while more advanced players make better proposals, thus resulting in a better match for the agent, but smaller matching overall.

In addition, we were interested in the effect of market thickness. This is the indicator for measuring the balance between market sides, i.e. equal number of jobs (agents) and worker agents indicates a thicker market. We demonstrated that thickness affects movement along the Beveridge curve. For instance, in the case of random preferences, we move right-down along the curve if there is an decreasing number of positions (job offerors) compared to agents (job seekers). This shows that the Beveridge curve is mostly the result of out-of-equilibrium dynamics in interrelated markets, affecting job creation and destruction rates. It appeared that regarding the Better and Blocking proposal mechanisms, changing market thickness simply means shifting the number of free agents or positions from one side of the market to the other. On the other hand, when agents make proposals randomly and market thickness becomes closer to one, the decrease in the rate of free agents is not linear, but a square root of free agents from the other side. Therefore, each additional position has a larger effect than one additional match, meaning that it creates opportunities for more agents to be matched. As the Better and Blocking proposals implicitly model search institutions, e.g. job hunters, it seems that these have a decreasing effect on employment.

The investigation of Noise behaviour revealed that the decreasing effect on unemployment and vacancies is related to limiting the probability of re-matches. Additional experiments showed that by enforcing some obstacle, friction, on the termination of the contract brings the Beveridge curve closer to the origin. These frictions might also have a basis from human psychology, as a sense of duty might limit an agent's willingness to terminate an existing contract. The longer the obstacle lasts, the closer to the origin the Beveridge curve locates. However, we also saw that frictions affect the matched rankings, i.e. with stronger friction the expected matched rankings decrease.

Finding a stable solution in a decentralised market is hard as the market becomes large. Even when there are 1000 agents on both sides, in our experiments, we rarely found a stable matching. In a very extreme situations with short and correlated lists we find stability. In decentralised markets the stability notion is not very useful, rather the existence of blocking pairs results in some dynamic in the market. Furthermore, Best and Better Proposal models tend to perform worse that the Noise Proposal models. In a sequentially matched results they tend to result in more blocking pairs, more unassigned agents and agents having a less preferred match.

The Price of Invisibility showed that in a thick market all the participants, from both sides, would prefer the centralised clearing house to the decentralised market. In a centralised case more agents are matched and the median rank either remain the same or is in fact better, when preference
list are longer or more correlated. However, all decentralised behaviours were better in terms on median rank for the larger side in a thin, unbalanced, market. So in a thin market, agents on the larger side would prefer a decentralised market to a centralised matching.

The effect of market re-matching friction on median rank also depend on the thickness of the market. More severe frictions have an adverse effect, the median rank increases, on the larger side of the market, while beneficial for the smaller side. Moreover, too severe frictions can be damaging to all participants, so when regulating a market setting this parameter need to be carefully considered. With potentially unobservable behaviours and dynamic market conditions, this might become a sisyphean task.

Our approach had several simplifying assumptions: no transaction costs, no search and matching costs, no agency, homogeneous behaviour, and no dynamics (behaviour learning, new agents or change in preferences). Despite this, we open a path of research in agent-based modelling in order to contribute to the search and matching literature. Modelling matching technology by including some kind of a job board or alternative agency to the agent-based model remains a challenge for the future research.

## 3 Strategies in Tallinn School Choice Mechanism

### 3.1 Introduction

Significant research has been recently carried out to explore the allocation of school seats to students in primary (e.g. Abdulkadiroğlu et al., 2006, 2011; Dur et al., 2013), secondary (Dur et al., 2013) as well as uppersecondary schools (Abdulkadiroğlu et al., 2015, 2009). In this agenda, twosided matching markets are used as in the "marriage problem" to solve "the college admission problem". Some unexpected results concerning agent incentive schemes have been obtained (Abdulkadiroğlu et al., 2011; Abdulkadiroğlu and Sönmez, 2003; Pathak and Sönmez, 2013, 2008; Erdil and Kumano, 2013; Erdil and Ergin, 2008).

The existing matching mechanism literature is growing, not only in terms of new cases and designs, but also by adding new problematic design areas; that is, encouraging diversity with the use of quotas or priority classes that in many cases can fail to enforce social justice (Dur et al., 2013; Kominers and Sönmez, 2013; Fragiadakis and Troyan, 2013; Erdil and Kumano, 2013). However, to the best of our knowledge, there is no literature dealing with post-communist school allocation mechanisms. Our experience indicates that in the Soviet era, mechanisms were widely in use in many spheres; for example, the allocation of university graduates or university choice. One common characteristic of the communist mechanisms was the school-proposing nature while the submitted preferences were marginally considered. The latter has not diminished its prevalence - many applications in two sided markets are still initiated by the "stronger side" and have no welfare considerations.

We are contributing to the matching research agenda by studying the Tallinn school choice mechanism (Tallinn mechanism hereinafter). Notably, Soviet-style central matching was abandoned in the Tallinn school market during the liberal reforms after the 90 s and substituted by decentralised or semi-centralised designs. Over the last few years, central matching has been reintroduced in the Tallinn school market for allocating children to primary schools. Through trial and error, local policy-designers established the Tallinn mechanism as a central marketplace in 2012. This mechanism has specific characteristics in addition to the school proposing nature. First,
students are prioritised according to distance from the school. Second, families can submit three unordered preferences. Third, the mechanism uses immediate acceptance (Boston).

As with the shortcomings of the Boston mechanism, which has created a rule of thumb for submitting the preferences strategically (Ergin and Sönmez, 2006; Pathak and Sönmez, 2008; Pathak and Shi, 2013; Abdulkadiroğlu et al., 2011), we show there are similar rules of thumb for manipulation under the Tallinn mechanism. In the Boston mechanism there are different levels of sophistication among families who participate in the mechanism; that is, one strategy was to avoid ranking two over-demanded schools as their top choices or an unsubscribed school or popular school was recommended to be put as the first choice plus a "safe" second choice. Hence, as Pathak and Sönmez (2008) showed that the Boston mechanism is a coordination game among sophisticated families. Thereby "levelling the playing field" by diminishing the harm done to families, who do not strategise or do not strategise well, is emphasised as a condition for designing the new mechanism. Similarly, we introduce the Tallinn mechanism as a sophisticated game. We ask how many preferences it is rational to report under such a mechanism and whether families reveal their true top preferences or manipulate in both dimensions - report only a limited number of preferences which might not be at the top of their preference lists. In addition, we ask whether this behaviour is dependent on their preference structure the functional form of their estimated cardinal utility function. The latter allows us to show whether the strategy of revealing preferences is dependent on the relative cardinal measure of utility from first, second etc. preference - which can be considered a measure of marginal utility. Moreover, we are interested in social inefficiencies defined as the difference between individual allocated ranks and unassigned families under the Tallinn mechanism compared to the optimal deferred-acceptance mechanism (Gale and Shapley, 1962).

Our research design is based on computational experiments. For descriptive analysis, we use data from the centralised database, e-school. The e-school database is an electronic register, where approximately 40007 -year-old children with a known home address annually list their school selections. The rest of our data is synthetic. Our research strategy is the following. After descriptive stylised facts, we use genetic algorithms to find the best strategies for revealing the preferences of families. We illustrate the results by indicating some cases of utility functions. Family agents optimise strategies by observing their allocation and the obtained utility and adapt according to the rules of the genetic algorithm. We do not argue, that ge-
netic algorithms is necessarily the way how families learn, however we use it as a tool to find an approximate Nash equilibrium strategies (Riechmann, 2001b,a).

We continue as follows. First, we describe the broader Tallinn school market, then the concrete mechanism used by the Tallinn education administration - the Tallinn mechanism. In section 3.3, we describe the preference generation, the utility function and genetic algorithms. In section 3.4, we describe the results of the parental strategies and the obtained allocation after revealing what and how much to report to the central marketplace. Finally, we conclude by highlighting the policy implications for Estonia and for other decentralised and centralised markets.

### 3.2 Background: Tallinn school market

Over the years, some schools in Tallinn have become over-subscribed. These selective schools have inter-district admissions to primary school and have all introduced aptitude entrance tests (hereinafter exam schools). For intradistrict comprehensive schools (hereinafter regular schools), the tradition has been a central or semi-central catchment-based allocation based on an application (single preference or multiple preferences) from the family. Rejected offers were not treated centrally - each school and student should find the match independently.

The admission process for the exam schools takes place between January and March. We note that it has been shifting from March (in 2012) to February (in 2013) and even to January (in 2014). The second stage (in the Tallinn mechanism) in regular schools starts on 1st of March with the submission of an electronic application to the e-school register. Central but manual entries are made by 25 May. By 10 June, parents must either accept or decline offers. There is a later decentralised round of applications for additional vacant positions after 15 June.

To make the entire school choice procedure more transparent, we highlight the following steps:

1. Students are assigned to exam schools based on an uncoordinated school proposing Deferred-Acceptance (DA) mechanism of decentralised schools
2. The remaining students are centrally assigned to regular schools based on the Tallinn mechanism
3. Unassigned students are assigned to the closest schools potentially rejecting an already assigned student. Some students might be assigned to a school they did not apply to. This continues until all students are assigned.
4. Students can reject their assigned position. Once the response deadline has passed, schools can autonomously accept students for any available positions.

Therefore, the hybrid structure of the Tallinn school market consists of exam schools (decentralised matching), the Tallinn mechanism (central matching) and the final decentralised round. We are only modelling the Tallinn mechanism.

### 3.2.1 Tallinn mechanism

The Tallinn mechanism governs only the central admission procedure to all municipal primary schools. These schools rely on the following procedural steps. First, families submit an application where they list up to three schools. Then the seats are allocated based on the following procedure:

0 Look at the schools in a random order. Each student is only considered for the school to which the family applied.

1 Allocate students to the first school for which they have high (siblings and distance-based) priority until the quota is full.

2 Allocate students that were not allocated before to the second school for which they have high priority until the quota is full.
k Allocate students that were not allocated before to the k -th school for which they have high priority until the quota is full.

It is important to stress that regular school applications are limited to three options; in other words, the parent has the right to list three schools, but these are not considered in any particular order. The application can also contain information about siblings and the school(s) they attend. Centralised school priorities are considered based on the student's distance from the school (in metres) from the officially registered address.

We use descriptive statistics to illustrate the micro-mechanism in Tallinn over three consecutive years - from 2011 to 2013. In 2011, the market was decentralised. However, applications were centrally collected without any upper limit on the submitted preferences. The Tallinn mechanism has been in use since 2012, limiting the amount of unordered preferences submitted to three (see Table 3.1).

This stylised fact illustrates the tendency to report a limited list. Most families submit only a single preference. However, there is no clear indication that parents do not manipulate as in the Boston mechanism and decide

Table 3.1: Number of reported preferences under the Tallinn mechanism

| \# of prefs | 2011 | 2012 | 2013 |
| :--- | :---: | :---: | :---: |
| 1 | $52 \%$ | $74 \%$ | $76 \%$ |
| 2 | $18 \%$ | $15 \%$ | $14 \%$ |
| 3 | $11 \%$ | $11 \%$ | $9 \%$ |
| $>3$ | $18 \%$ | $0 \%$ | $0 \%$ |
| Mean | 2.2 | 1.4 | 1.3 |

to reveal strategically lower preferences or "safe" choices. Therefore, we are interested in whether it is rational to report less than three preferences and what the rationality is of reporting truthful preferences.

While there Tallinn school market in more complicated and families may report less because they are guaranteed a position in the 3rd round. We argue that the differentiation is hard to determine and aim to show that even when the 3rd round is not present, families may prefer to report less than possible.

### 3.2.2 Example of deciding what to report

We illustrate the choice set for parents using a simple extensive form game (Figure 3.1). In such a game, the parents in the starting node have three strategies - to report either 1,2 or 3 preferences. In the following subgames, the designer randomly allocates the student to the reported school or an outside option. In the final nodes, the utilities are reported by indicating the preference - 1 stands for first preference and $\emptyset$ indicates the utility of the outside option. In the illustration below, we assume risk neutral agents.


Figure 3.1: Extensive form reporting game

Assume that we have two utility functions, where $k$ indicates a position in a preference list:

- $u_{1}(k)=0.358-0.025(k-1)$
- $u_{2}(k)=0.658-0.325(k-1)$

Then we obtain cardinal utilities for $k \in\{1,2,3\}$ as in Table 3.2.
Table 3.2: Utilities

| $k$ | $u_{1}(k)$ | $u_{2}(k)$ |
| :---: | :---: | :---: |
| 1 | 0.358 | 0.658 |
| 2 | 0.333 | 0.333 |
| 3 | 0.309 | 0.009 |

Assuming the uniform probabilities of being unassigned or assigned to one of their preferences, as in Figure 3.1, we can compute the expected utilities for both utility functions and all cases of reported preferences. Notably, we do not take into account the demand for a school or the overall availability of places. Moreover, it is preferable to always report schools higher in the preference list, so we do not investigate cases where, for instance, only the second or third choice is reported, because the expected utility will definitely be lower. This might not be the case when the probabilities of being assigned to a particular school are not uniform.

We see that the probability of being left unassigned decreases as more preferences are reported, but so does the probability of getting a place in the most preferred school. The expected utilities for $u_{1}(k)$ are:

- for reporting one school $E_{1}\left[u_{1}(k)\right]=\frac{1}{2}(0.358+0)=.179$
- for reporting the first two schools $E_{2}\left[u_{1}(k)\right]=\frac{1}{3}(0.358+0.333)=.230$
- for reporting the first three schools $E_{3}\left[u_{1}(k)\right]=\frac{1}{4}(0.358+0.333+$ $0.309)=.250$

We see that reporting all three preferences maximised utility. With utility function $u_{2}(k)$ the expected utilities are:

- for reporting one school $E_{1}\left[u_{1}(k)\right]=\frac{1}{2}(0.658+0)=.329$
- for reporting the first two schools $E_{2}\left[u_{1}(k)\right]=\frac{1}{3}(0.658+0.333)=.330$
- for reporting the first three schools $E_{3}\left[u_{1}(k)\right]=\frac{1}{4}(0.658+0.333+$ $0.009)=.250$

As Figure 3.1 illustrates the game, where under the expected utility maximisation assumptions, parents obtain higher utility by reporting only one or two schools with $u_{2}(k)$.

We are interested in finding near-optimal strategies in large markets, where agents might have similar preferences or there are popular and over demanded schools. Additionally, the revealed demand also depends on the strategies of the agents and the revelation strategies depend on the revealed demand.

### 3.3 Model

### 3.3.1 Environment

We are interested in understanding strategies in multiple environments. We characterise the environment with societal parameters (Tables 3.3 and 3.4) and the parameters of an individual. Societal parameters describe the number of schools, the number of exam (popular) schools, the correlation between ordered preferences, and so on. Exam schools exist because they are popular overall, so we consider them as a metaphor for globally popular schools. Moreover, in Tallinn, these schools are still allocated the most groups through the Tallinn mechanism.

We fix the number of schools, the number of places in a school and the number of students for all our experiments (Table 3.3). In addition, the maximum number of ordered preferences for each agent is fixed. We model families as agents. They are willing to apply to or can rank up to 15 schools at the most, although the utility from lower preferences is relatively small. This is partly driven by case specificities, as 15 was the maximum number of schools listed in the decentralised market in Tallinn in 2011. From those 15 ordered preferences, agents have to select three to report in the Tallinn mechanism.

We investigate societies, where agents can have random or spatially correlated preferences - the latter indicates that schools nearby are more desired (Table 3.4). We also look at the effect of having the same set of popular schools - exam schools. In these societies, all agents would prefer exam schools, even if they are further away than the nearest regular schools. In the case of spatial preferences among exam schools, agents would still prefer schools nearby, and no other criteria matters. In each computational experiment, all these parameters are fixed. The priorities for schools are always spatial, distance based. Agents closer to a school have a higher priority in that school.

For each agent looking for a place at the school, we only have one parameter: the functional form of the utility function described by the parameter $(\alpha)$. The latter indicates the slope of the utility function. In each experiment, our agents are heterogeneous, so they have different values for the slope of the utility function.

Table 3.3: Fixed societal parameters

| Parameter | Description |
| :---: | :--- |
| $k=15$ | Length of preference lists |
| $n=3000$ | Number of family agents |
| $m=50$ | Number of schools |
| $q_{j}=60$ | Number of places in school $j$ |

Table 3.4: Variable societal parameters

| Parameter | Description |
| :---: | :--- |
| $c \in 0,1$ | Spatial correlation in preferences |
| $m_{e} \in\{0,10\}$ | Number of exam schools |

### 3.3.2 Preferences

We assume that agents have strict preferences for schools. In the simplest case, preferences are random; in other words, each agent has a totally idiosyncratic preference ordering. In general, we can think of more structured preferences in a society, parametrised by the length of the preference list ( $k$ ) and the correlation between the preference lists $(c)$. In our experiments, the preference lists are limited to $k=15$. Correlated preferences stem from a spatial preference ordering, and can also be considered 2D-Euclidean preferences (Bogomolnaia and Laslier, 2007). The degree of correlation is also the same for all agents, but the preference ordering is not necessarily identical when comparing two agents due to the spatial nature of preferences.

We generate the preferences using the Algorithm 3 with parameters $k$, $c$ and $m$. This algorithm is a modified version of a random permutation algorithm (Knuth, 1997a, p. 145) to generate correlated preferences with parameter $c$. The algorithm starts with a master list of $n$ numbers (agents). Then it iterates the list from beginning to end, each time at position $j$ randomly selecting a position $q \in[j+1, n]$ to exchange values with. The correlation parameter $c$ illustrates how biased the randomly selected position is; higher values indicate that the exchange position is selected closer to the current position $j$. With $c=0.0$ the selection is uniformly probable over all positions, until finally at $c=1$ the exchange position is always the active position and all the generated lists are exactly the same. There is one global ordering of agents for each side of the market that is used for generating correlated preferences.

### 3.3.3 Utility function

While agents have a preference ordering for schools, their behaviour might also be influenced by the cardinal utility they gain from assignment to the particular preference. A similar notion was illustrated by the reporting game in Section 3.2.2. In order to understand the behaviour with different cardinal valuations, we use exponentially declining utility over alternatives. When compared to consecutive schools $i$ and $i+1$, we assume that $\frac{u(i+1)}{u(i)}=$ $1-\alpha$. Furthermore, we need to normalise the utility function such that $\sum_{i=1}^{k} u(i)=1$. The resulting form of the utility function is in (3.1), where $i \in\{1, \ldots, k\}$ is a position in the preference ordering.

$$
\begin{equation*}
u(i)=\frac{\alpha(1-\alpha)^{i-1}}{1-(1-\alpha)^{k}} \tag{3.1}
\end{equation*}
$$

When $\alpha \rightarrow 0$, then cardinal utilities for all alternatives are exactly the same $u(i)=\frac{1}{k} \forall i$. When $\alpha=1$, then all utility is concentrated in the first preference, that is $u(1)=1$. In Figure 3.2, we show the utility values using some examples of $\alpha$.


Figure 3.2: Exponential utility function
The utility function can be compared to a linear utility function over perfect substitutes $u\left(x_{1}, \ldots, x_{n}\right)=\beta_{1} x_{1}+\ldots+\beta_{n} x_{n}$, where the consumer is allocated at most one good $x_{i}$. The $\beta_{i}$ is the value of the allocated good $x_{i}$ to the consumer (e.g. Varian, 2006, p. 61). Our utility function (3.1) states the shape of the decline in value $\beta_{i}$ of the goods to consumers. We assume that agents are risk-neutral, i.e. they maximise their expected utility $E[u]$.

Using utility ratios $\frac{u(i+1)}{u(i)}$ to measure on preferences is also popular in decision theory, Saaty scale (Saaty, 1978), is supported by some psychological observations (e.g. Franek and Kresta, 2014, and references therein) and is often used in human decision making (Herrera et al., 2001; Chen et al., 2013; Gavalec et al., 2015). Another reason is that differences are greater in geometrically declining function than linearly. So the effects we are investigating are more evident.

### 3.3.4 Genetic algorithms

We use genetic algorithms to find a near-equilibrium strategy for reporting in the Tallinn mechanism. The genetic algorithms adapt existing strategies to find better ones that would result in an increased utility. The result of a genetic algorithm after optimising is a near-equilibrium steady state (e.g. Riechmann, 2001a,b). While a steady state is also by definition a Nash equilibrium in a game, it could simply be one among many in multiple equilibria games. Additionally, there is always a random mutation in genetic algorithms, which keeps the state near, but not exactly at equilibrium. Our experiments are carried out with populations of agents, where each type of agent population, defined by the utility function, learns a distribution of strategies. This is also known as one-population social-learning (Vriend, 2000) as opposed to individual multi-population learning (Chen and Tai, 2010; Chen et al., 2012).

There has been extensive use of genetic algorithms and programming in finance (e.g. Chen, 2002; Chen et al., 2011; Chen and Tai, 2010) and economics in general (e.g. Riechmann, 2001b). Agents learn better trading strategies by observing the market. The main difference compared to our model is that agents do not have much to observe about the school market. Players do now know either the overall demand for schools or the preferences of other agents in the market. The only information source is their own allocation and the utility they gain from the market. With genetic algorithms, our approach is to find strategies that would maximise the utility of the agents.

Here we do not assume that the manner of genetic algorithms is in reality how humans learn. We only employ it for computational tractability, as exploring the entire strategy-space for 3,000 agents is resource consuming. However, there are studies that use a form of genetic algorithm as a model for learning (see e.g. Ünver, 2001; Roth, 2002; Ünver, 2005) and is also observed as exhibiting features with human subjects (e.g. Arifovic, 1994, 1996; Duffy, 2006).

Genetic algorithms have two basic operations for finding an improved strategy (e.g. Simon, 2013): mutation and crossover. Mutation slightly tweaks an existing strategy and cross-over merges two successful strategies to find a better one. Finally, selection indicates an operation that eliminates the least successful strategies. Since agents in our model can have various utility functions, as specified by the $\alpha$ parameter, the strategy elimination and cross-over operations are contained in the $\alpha$-population. Additionally, strategies for different $\alpha$ values might not be the same.

A strategy in the case of the Tallinn mechanism is simply a bit-string. A bit-string is a series of $1-\mathrm{s}$ and $0-\mathrm{s}$, which respectively stand for reported and not reported preference. Since we limit our agent's preferences to

```
Algorithm 4 Simple Genetic Algorithm - single iteration
Require: \(\mathcal{A}\) set of agents, \(u\) agents utilities
Ensure: \(\mathcal{A}\) is a set of agents
    \(n \leftarrow|\mathcal{A}|\)
    \(s \leftarrow \sum_{a \in \mathcal{A}} u_{a}\)
    \(p \leftarrow\left\{\frac{u_{a}}{s}, \forall a \in \mathcal{A}\right\}\) \{selection probabilities \(\}\)
    \(i \leftarrow 0\)
    for all \(r_{1}, r_{2} \in \operatorname{Select}(\mathcal{A}, p, n)\) do
        \{select with probability \(p\), with replacement \(n\) pairs of strategies \(\}\)
        \(a_{i} \leftarrow \operatorname{CrossOver}\left(r_{1}, r_{2}\right)\) \{assign new strategy to agent \(\left.a_{i}\right\}\)
        if RandomNumber ()\(<0.05\) then
            Mutate ( \(a_{i}\) )
        end if
        \(i \leftarrow i+1\)
    end for
    return \(\mathcal{A}\)
```

$k=15$, the length of the bit-string is 15 bits. Since the Tallinn mechanism is limited to just three preferences, the bit-string can contain at most three bits set to one. For example, a possible strategy for agent $i$ might be $a_{i}=100110000000000$; that is, the agents with this strategy would report their first, fourth and fifth preference.

We run our genetic algorithms for a fixed (2000) number of steps. In each step, an allocation is made based on the Tallinn mechanism and we get the utilities for each agent. Then based on the rules of the genetic algorithm the strategies evolve. In Algorithm 4, we present a simple genetic algorithm (e.g. Riechmann, 2001b; Simon, 2013). It consists of three operations: selection, crossover and mutation. The selection operator selects strategies with replacement and probability proportional to the expected utility. The cross-over operation randomly selects the value from either strategy for each position. Finally, with a small 0.05 probability we mutate the new strategy.

We evaluate four versions of genetic algorithms: simple genetic algorithm; genetic algorithm with election; genetic algorithm with stud selection; and genetic algorithm with elitism. The last three are slight modifications of the simple genetic algorithm. In the election modification, the agents remember their previous strategy and the corresponding utility. Before the selection operation in the next allocation, each agent picks the strategy with a higher utility from the previously remembered and the newly evaluated strategies (e.g. Riechmann, 2001b). In the stud selection, we pick the top $20 \%$ of strategies with higher utility and always set one of the strategies in the cross-over operator to be in the top $20 \%$ (Simon,
2013). In addition, we ignore the bottom $10 \%$ of strategies. In elitism, we keep the top $20 \%$ of strategies fixed and only use the remaining strategies in the crossover (Simon, 2013).


Figure 3.3: Mean utility


Figure 3.4: Ratio of variance and mean utility
Figures 3.3 and 3.4 show the results from the four variations of genetic algorithms. We see that the stud selection usually performs the worst, has the lowest utility and highest variation in utilities compared to the other variations. If preferences are spatially correlated and there is a large number of exam schools ( $m_{e}=10$ ), we can see that the simple genetic algorithm does slightly better with large values of $\alpha$ than with alternatives. For lower values of $\alpha$, the simple model is statistically equivalent to the election and in some cases to elite selection. As the simple model does as good as others we further analyse the results from the simple optimisation method.

### 3.4 Results

### 3.4.1 Expected utility maximising strategies

The reported results are divided into four cases. In all of the figures illustrating the results, in the upper left corner the results with no correlation (random) preferences and no exam schools are indicated; in the upper right corner, the results with spatial (2D Euclidean) preferences and no exam schools; in the lower left corner, random preferences and ten exam
schools; and in the lower right corner, correlated preference lists and 10 exam schools. Figures $3.5,3.6$ and 3.7 show a plot with the average of the population playing a type of strategy and the standard deviation of the population over 400 experiments. The standard deviation is often small so it is not always visible on the charts.


Figure 3.5: Reported strategy length


Figure 3.6: Reported preference by utility coefficient $\alpha$

Firstly, we are interested in the strategy length - the number of schools to be reported. In Figure 3.5, we show the strategy length by a proportion of the respective $\alpha$-population. In general, it is elucidated that the decay in the utility function is a significant determinant of a good strategy. When $\alpha \approx 0.0$, it is best to randomly select the number of schools to report with


Figure 3.7: Reported preference by strategy length
roughly uniform probability. When $\alpha \geq 0.4$ and there are no exam schools, it would almost always be best to report only one school. With random preferences, when $\alpha \approx 0.2$, there is a phase transition in the number of schools to report, as the variation at this point is largest. Therefore, it is really difficult to pick a good strategy for how to report.

General trends show an increase in standard deviation in the strategy length when moving from spatial preferences to random preferences, or from having no exam schools to having 10 exam schools. Spatial preferences are aligned with school priorities, resulting is more predictable matches; therefore, the resulting strategies have a lower standard deviation. Standard deviation can also be interpreted as the uncertainty of the resulting match, when playing a certain strategy. In regard to exam schools, the uncertainty is greater than in the case of no exam schools, and even greater when the preferences are random in addition to exam schools.

Secondly, we are interested in how the mixed nature of the market exam schools which are always preferred to regular neighbourhood schools - affect good strategies. We see that in the case of random preferences for high $\alpha$, it is still often optimal to only report a single school. For medium $\alpha$, the best strategy is to report 2 or 3 , and only with low $\alpha$ (i.e. marginal utility is almost constant) is it best to randomly select the number of schools. If we assume that parents do not have a preference between the top three exam schools, they report the maximum number of preferences.

We are also concerned with what to report. Figures 3.6 and 3.7 show the preferences reported by the agents' $\alpha$ and the strategy length. We see that without exam schools it is almost always ( $\approx 90 \%$ ) optimal for $\alpha \geq 0.4$ to report from the top of the preference list, namely just their first prefer-
ence. In regard to exam schools and random preferences, optimal reporting depends more on $\alpha$, but generally the top three schools are reported. Figure 3.6 illustrates that in the case of exam schools and spatial preferences with high $\alpha$, it would be better to report something from the higher and lower ends of exam schools, skipping the middle. Reporting schools lower on the preferences lists probably indicates that those agents would be otherwise unassigned, due to high demand, so they gain at least some utility. For medium $\alpha$, the first three preferences are almost equally good. For indifferent agents, $\alpha \approx 0.0$, it would be best to randomly pick some schools from the list of regular schools. Also for agents with $\alpha=0.1$, it would be beneficial to specify their most preferred exam school and most preferred regular school.

In Figure 3.7 the preferences are reported with different strategy lengths. The results show that it is always best to at least report one's most preferred school, as one might get lucky. If reporting more schools, it is useful to add the second most preferred school or with a small probability select something from even lower on the preference list. However, when reporting three choices, the selection of schools depends on the state of the school market. When preferences on the market in general are random with $50 \%$ probability, the first two preferences should be reported and the remaining options uniformly from the remainder of the preferences. In the case of spatially correlated lists or exam schools, the most preferred school should be almost always given. And when preferences are generally spatial, select the remaining options randomly. On the other hand, with exam schools and uncorrelated preferences when it is best to report three schools, it is usually best to report the top three.

### 3.4.2 Social welfare

Previously we investigated the individual behaviour of agents, but now we consider how these behaviours influence the outcome for the entire society. For this, we compare the results of the Tallinn mechanism to the widely used Deferred-Acceptance (DA) mechanism (Gale and Shapley, 1962; Abdulkadiroğlu and Sönmez, 2003) as described in Section 1.4. Similar to the Tallinn mechanism, the priorities in the Deferred-Acceptance mechanism are also only based on distance.

We look at two measures of social welfare. First, the proportion of unassigned agents (Figure 3.8) and second the mean utility in the allocation (Figure 3.9). Usually, the measure used in matching problems are the allocated preferences, but this is mostly due to not having access to the utility. Since in our experiments, we know the agent's utility, we measure the mean utility over all the agents.


Figure 3.8: Unassigned agents

Figure 3.8 illustrates assignment probability based on the agents' $\alpha$. We see that by using the DA mechanism and assuming random preferences ( $c=0.0$ ) and no exam schools $\left(m_{e}=0\right)$, there are no unassigned agents. When preferences are spatially correlated $(c=1.0)$, we can see that about $10 \%$ of students are unassigned, and this probability does not depend on agent type.

As described in section 3.3.2, we have $m_{e}=10$ exam schools that are always first on the agents' preference lists. Under such circumstances, only a small fraction of students receive a position in the top ten schools of their preference. Since there are fifty schools, exam schools account for $20 \%$ of places, so $20 \%$ of students receive a place in one of their top ten schools. Again, with uncorrelated preferences, DA can guarantee a place for all the students. Naturally, the students might receive a less preferred school. In the case of spatial preferences $\left(c=1.0, m_{e}=10\right)$, even with DA, a significant number of students - about $10 \%$ - would be left unassigned. With the Tallinn mechanism, the number of unassigned students would be even higher - about $70 \%$ of students who have $\alpha>0.2$ would be unassigned. This is mainly due to agents maximising their expected utility and do not have a negative utility by being left unassigned.

In Figure 3.9 we show the expected utility under the two mechanisms. Expected utility is often higher in the Tallinn mechanism compared to the DA results. A similar result was discovered in the manipulable Boston mechanism Abdulkadiroğlu et al. (2011). This leads to the conjecture that manipulable mechanisms provide the option to maximise an agent's ex-


Figure 3.9: Mean utility comparison: Deferred-Acceptance and Tallinn mechanism
pected utility at the risk of being unassigned or assigned to a low ranked preference. Yet, as a result, a large number of agents are unassigned in the Tallinn mechanism.

We observe that agents with $\alpha=0.999$ would maximise their expected utility by only reporting their first preference (Figure 3.5 and 3.6). This is due to the high utility value of their first preference, but because only a few preferences are reported, there is also a large probability of being unassigned under the Tallinn mechanism (Figure 3.8).

When agents are not particularly concerned with the school they are allocated to ( $\alpha$ is small), the best strategy is to report randomly (see Figure 3.6). This also guarantees that students will not be unassigned, which is demonstrated in Figure 3.8. Other agents trade the probability of being unassigned with being assigned to a more preferred school. We see that for agents who have $\alpha \geq 0.3$, there is a high probability of being unassigned. However, there must be a considerable number of agents who are assigned to their top preferences on the condition of there being no exam schools, which increases the average utility from the allocation.

### 3.5 Conclusion and discussion

Our aim was to contribute to the mechanism design literature about school choice by adding a description of the Tallinn mechanism, which is a centralised school-selecting assignment based on the student's distance from
the school. Moreover, we wanted to indicate what the manipulative behaviour of agents is under such a mechanism; that is, how many preferences they report and how truthful their preference revelation is.

We used computational experiments to show the near-optimal strategies of the agents. For optimisation, we used a simple genetic algorithm, which outperformed the alternatives.

Our model setup was the following: 50 schools (10 exam schools), 60 seats in each school and 3,000 agents. The agents (families) were heterogeneous, but their spatial preferences could have been correlated. Therefore, our emphasis in comparative static analysis has been on three parameters the shape of the utility function of the agents, the number of exam schools and the correlation in the preferences of the agents. The first parameter space $(\alpha)$ illustrates the decreasing utility over alternatives and makes it possible to study cardinal preferences. The second parameter makes it possible to study case specificity - exam schools are popular schools at the centre of the city that are preferred by most families due to public information from league tables or from their reputation according to "hot knowledge". The third parameter makes it possible to indicate the effect of the homogeneity-heterogeneity of the agents. Homogeneity of agents can be interpreted as a post-Soviet tendency towards non-diversity of "good taste" - correlated preferences show that agents have similar preferences for schools. However, we used spatial preferences and we always put exam schools at the top of the list. This action is justified by empirical evidence (Põder and Lauri, 2014).

Our results show that in many circumstances under the Tallinn mechanism it is often best to report only one school, even if there is an option to report multiple schools. It is rarely beneficial to report three options (the maximum number). Nevertheless, it would benefit agents to report a school from the top of their preference lists. When reporting three schools, it is not always best to report the top schools and it seems to be advantageous to select the third option uniformly randomly from the remaining preferences. For agents with near-zero marginal utility, if they exist, it is best to report schools randomly. Additionally, the Tallinn mechanism maximises the expected utility of the agents, if the agents learn what and how to report, but also runs a large risk of agents not being assigned to schools. The maximisation of expected utility seems similar to a similar phenomenon in the Boston mechanism (Abdulkadiroğlu et al., 2011) given that families know how to manipulate and might be a more general property of manipulable mechanisms.

We were interested in a situation, when agent have significant utility differences over preferences, we used a multiplicative form utility function to model the change in utilities over alternatives. To some extent our results
are influenced by this assumption. However, the multiplicative form has been shown to be useful and applicable in many situation with human decision making. Alternative form utility function remain for future research. In addition, the derived equilibrium is sensitive to the distribution of the degrees of the utility function in the population. As population changes, other equilibria might emerge.

Finally, we were interested in whether the Tallinn mechanism hurts families compared to a strategy-proof stable mechanism such as the DeferredAcceptance mechanism. We saw that the number of unassigned students is much higher under the Tallinn mechanism. This can partially be interpreted as an inefficiency of behaviour due to the mechanism. However, there is no considerable mean welfare effect - agents optimise their utility maximising strategies under the Tallinn mechanism.

We see that we manage to find beneficial strategies under the Tallinn mechanism; however, due to the non-repetitive nature of the game, real-life learning can be relatively limited for most of the families. Nevertheless, as a stylised fact about the reporting of preferences indicated, agents learn not to report the maximum number of preferences, rather they limit their reported lists. In addition, in the case of exam schools, they tend to report schools from the top of the list, yet there remains a high probability of local regular schools also being reported. This could be the "learning effect" the Tallinn mechanism prioritises neighbourhood kids by using the cardinal measure of distance.

In conclusion, it was demonstrated that post-Soviet school-proposing mechanisms use some properties of the central marketplace that are open to manipulation - such mechanisms force families to learn strategic behaviour by reporting non-truthful preferences. In this respect, the Tallinn mechanism is similar to the infamous Boston mechanism. Moreover, it was shown that both would result in a higher expected utility for the agents compared to the optimal, stable and strategy-proof Deferred-Acceptance mechanism, which might be the property of generally manipulable mechanisms.

## 4 Policy Design for Kindergarten Allocation

### 4.1 Introduction

Families have become a much-debated issue in all developed countries and they form the focal point of debates about "new risks" and the much needed "new policies" for Western welfare states. The questions of who should care for children, to what extent and for how long, lie at the centre of conflicts about the values that shape not only policies and struggles around policies, but also individual and family choices (Saraceno, 2011). Moreover, in Eastern Europe, the Soviet legacy has paved the way for the dominance of publicly provided care, but in many countries, including the case examined here, there is a shortage of early childhood care places for children aged 18 months to three years. This shortage of places has forced municipalities, who are the main providers, to set priorities for the allocation of these places. Priorities are aimed not only at solving the problem of oversubscription, but also at implementing social goals. Thus, we conceptualise the process of implementing priorities accompanied with allocation principles (matching design) as policy design.

Policy design entails taking the approach of a matching mechanism design in order to propose a good way to allocate children to kindergartens. There are process descriptions about the (re-)design of school choice mechanisms, e.g. in various cities in the US (Pathak and Sönmez, 2013; Pathak and Shi, 2013; Ergin and Sönmez, 2006) and in Amsterdam (de Haan et al., 2015). Nevertheless, to the best of our knowledge, our paper is the first to report such a redesign of a kindergarten allocation mechanism. However, our theoretical founding relies on the mechanism design literature motivated by related applications, such as school choice (Abdulkadiroğlu and Sönmez, 2003; Abdulkadiroğlu et al., 2005a), college admissions (Biró et al., 2010b; Chen et al., 2012) and job assignments (Roth, 2008). Mechanism design provides methods for allocation under given welfare criteria and selection priorities, but it does not prescribe the way in which these priorities should be applied. The general policy considerations for school choice are the allocation of siblings to the same school and the proximity of the school. Some countries also use some affirmative action measures, e.g. prioritising children of low socio-economic status. Similar principles are applicable to
our kindergarten policy design case study while aiming for the clear-cut implementation and operationalisation of policies. The latter not only concerns a clear definition of proximity as a priority (i.e. defined as a walk-zone (Shi, 2015) or a continuous cardinal measure (West et al., 2004)) or the ordering of priority classes but also allows for the implementation of welfare considerations in policy evaluation.

Our welfare considerations aim at two social goals: efficiency and fairness. We define efficiency as the ability of a policy to meet predefined goals, the utility of families (high rank in their preferences and siblings in the same kindergarten) accompanied with social goals such as minimising the travel distance or time to kindergartens. Defining fairness is more problematic and entails more uncertainty. Our definition of fairness is based on the idea of equal access. It is operationalised by the probability that the child is assigned to her first preference.

Instead of implementing certain social goals by policy design, the most commonly used priority in Estonian municipalities is the date of application, while in limited cases, catchment areas are applied to ensure proximity. Children are ordered on the basis of the application date in a manner similar to a serial dictatorship mechanism, thus forcing one-sided matchings without enabling the implementation of affirmative action policies or social goals, such as fairness. In addition, parental preferences are not considered or these are limited. In the Harku case, the number of preferences was bounded by three until 2015. The latter restriction implies that preferences are not revealed truthfully and moreover, the matching has been done manually.

Between 2014 and 2016 as part of an Estonian project we collaborated with the representatives of the Harku municipality. We monitored their 2015 allocation practice and suggested a revision which led to a transitory system in 2016. In the 2016 allocation, the standard student-proposing deferred-acceptance mechanism was used under a special priority setting which is described in detail in Section 4.2.3. This mechanism is known to be strategy-proof, and the parents were encourage to submit full preference lists, so we can expect the submitted applications to be truthful. We made a comparative assessment of policies using the 2016 data. As an input we used preference data collected from 152 families who have the right to a kindergarten place.

In the assessment, we proposed seven different policies which consist of different metrics of indicating distance (as absolute, relative or binary measures), siblings, quotas; and their priority order. Ties are broken by assigning random numbers either with a single or with multiple lotteries.

Our research methods are partially inspired by Shi (2015), but we investigated some novel policies as well. Perhaps the most interesting aspect of these policies is the way the distance is used in the priorities.

The classical way of creating proximity priorities is the catchment area system, where the city is partitioned into areas and the students living in an area have the highest priority in all schools in that area. This simple method can be seen as unfair, as one student can have a higher priority than another student, even though the actual distance of her location to the school is greater than for the other child. Therefore instead of catchment areas, most applications have switched to absolute or relative distance based priorities. The simplest absolute distance based policy is the walk-zone priority scheme, used in many US cities (e.g. New York (Abdulkadiroğlu et al., 2005a)), where the children living within a well-defined walking distance are in the high distance priority group for that school and the ties are broken by lottery. Strict priorities based on absolute distances are used in Sweden as well (Andersson, 2017). However, there were also discussions and court cases about the fairness of such absolute distance based priorities ${ }^{1}$.

The absolute distance based priority schemes can be unfair for those living far from all (or most) of the (good) schools, therefore the so-called relative distance based methods are also commonly used in many applications (e.g. Calsamiglia and Güell (2014); Shi (2015)). The relative distance priority means that we give the highest priority to all children for their closest kindergarten, no matter how far that is, and the children will be in the second priority group in their second closest kindergarten, and so on. A rough version of this rule is to give high priority for all children in a given number of closest schools.

[^2]Barcelona changed its catchment area systems to a relative distance system in 2007. After the change, students have priority in at least six of their closest schools (Calsamiglia and Güell, 2014, Section 5.1) ${ }^{2}$. In Boston, another relative distance policy was proposed recently by Shi (2015), mainly in order to reach the goal of the city to cut down busing costs.

Note that there are also applications where the distance based priorities are considered unfair, as they can limit equal access to good schools. The Amsterdam school choice system (de Haan et al., 2015) does not use any distance based priority, only a pure lottery. In the Harku case, where kindergartens are of more or less the same quality, the authority was in favour of using the distance based priorities in order to decrease the overall commuting costs and also to satisfy the preferences of the parents that were typically for nearby kindergartens. Based on the unfairness of the catchment area system described above, we only considered absolute and relative distance based priority approaches. We explain the distance based priorities that we studied in more detail in Section 4.3 with examples.

Besides the distance we also investigated different ways of taking the sibling priorities into account and also the way the lotteries are conducted in case of ties. The way the distance and sibling factors are considered has already been studied in the literature (Dur et al., 2013). The particular solution chosen for the 2016 transitory system is an interesting rotation priority scheme, which can lead to a well-balanced solution with respect to the two factors. Regarding the lotteries, we analysed the effects of using a single lottery for all kindergartens compared to using multiple lotteries (one at each kindergarten), and we have seen results similar to other research papers (Ashlagi and Nikzad, 2015).

As the second main contribution of our paper, we present a sensitivity analysis of various metrics of fairness and efficiency of policy designs based on counter-factual preference profiles. The policies that provide the best solutions for the current Harku data may not be ideal for other applications or robust for Harku, where the preferences of the parents are different. This can be the case in cities, or in other countries with different kindergarten/school qualities, or for applications at different education levels (e.g. primary and secondary schools). Therefore, we found it important to investigate the effects of the changes in priorities in the performance of

[^3]different policies (i.e. different priority structures for the student-optimal deferred acceptance mechanism). As a novel approach, we studied the fairness (or equal access) of the allocations measured in the probabilities of getting placed in the first choice schools. The results indicate that preference structures, more precisely their endogeneity on proximity, influence the "optimal" policy design. However, in general we can advocate for a relatively simple policy that prioritises siblings first and relative distance second.

We structure the chapter as follows. In Section 4.2 we review the practices and processes of kindergarten choice of an Estonian municipality, Harku, before the process was redesigned on the basis of our recommendations in 2016. In Section 4.3 we define seven alternative policies and descriptive statistics of our data, including our results from computational experiments. Finally, we conclude in Section 4.5.

### 4.2 Matching mechanism design

The design of an allocation mechanism is usually based on a two-sided matching market model, in this case between 1) families and 2) kindergartens. Participants on both sides have linear orderings over the participants on the other side. Families have preferences over kindergartens and they seek to get allocated to their most preferred kindergartens. Kindergartens have a priority ranking over children. Priorities become important if there are fewer places available in a particular kindergarten than the number of families who would like to be allocated to that kindergarten. In those circumstances, kindergartens accept children who are higher on their priority list, which in practice usually means children who live closer and/or who have a sibling in the kindergarten. Kindergartens do not seek to admit higher priority children, which is different from some applications of two-sided markets. In college admissions for example (Gale and Shapley, 1962), both students and colleges seek to get more preferred matches, therefore they might act strategically in the allocation mechanism.

There are two prominent strategy-proof mechanisms for solving matching problems, the Deferred-Acceptance (DA) and the Top-Trading Cycles (TTC) mechanisms (Abdulkadiroğlu and Sönmez, 2003). The DA mechanism guarantees that no preferences and priorities (policies in our case) are violated, and there is no child who could get a place in a more preferred kindergarten by priority, so there are no blocking pairs. A matching with no blocking pairs is called stable. A blocking pair can also be seen as a child having justified envy, since there is a family that would prefer a kindergarten that either has free places or has accepted a child with
lower priority. These kinds of justified envy situations are not tolerated in most applications (Pathak and Sönmez, 2013), and are sometimes even prohibited by law. Thus, stability is a crucial property of any mechanism.

While there is potentially a number of stable allocations (Knuth, 1997b), the child-proposing DA mechanism that is usually implemented results in the best possible preference for all families among the stable solutions, and this option also makes it safe for the families to reveal their true preferences.

The theoretical properties and disadvantages of DA were studied by Haeringer and Klijn (2009), backed by evidence from laboratory experiments (Calsamiglia et al., 2010) and by practical applications across the world (Pathak and Sönmez, 2013). In addition to advocating for DA, the main policy implications of these studies indicate that for efficiency gain, it is advised to increase the bounds on the number of collected preferences or to abolish the limit on the number of submitted preferences.

### 4.2.1 Matching practices in Harku

Before its redesign, the application process of the Harku municipality had many design features, but it was not a transparent system. Families could submit up to three ordered choices. The application date and the home address were also collected. The application date was relevant for the allocation, as families with an earlier application date had higher priority. Therefore, families tended to submit their applications as early as possible, usually a few weeks after child-birth. The application data typically remained unchanged until the actual allocation occurred, which could make the originally true preferences out of date (e.g. it was possible that the family moved to a different place or their older sibling has received a place in a different kindergarten during the waiting period). The address could be a factor, as some heads of kindergartens considered it when assigning places. Secondly, a qualifying condition for a kindergarten place is that the parents have to be registered residents in Harku, and residency is based on where the local taxes are collected.

Moreover, the matching was done manually using the following procedural rules. First, the number of vacant places was settled by January of each year, when the allocation process started. Place offers were made to families by the heads of kindergartens if their kindergarten was the first choice of the family. Second, if there were more families than places, then priority was given to the applications with earlier registration dates, although proximity or siblings could also be occasionally relevant. Third, if an offer was accepted, the child became assigned to the kindergarten, otherwise that place was offered to the subsequent family on the waiting list.

In the case of unassigned children, the procedural rules where complicated and discretionary. Generally the heads of the kindergarten communicated with each other to find a place for the children who remained unassigned. In the case of families who ordered popular kindergarten on the top of their list and remained unassigned in the first round, second or third choice was considered, although these could already be full. If that was the case, the families with an earlier application date would be rejected from their second choice because the children already assigned there had listed that kindergarten as their first preference, irrespective of their application dates. Thus, some children were allocated to a less preferred kindergarten, simply because of how the family ordered their preferences. This is a well-known property of the Immediate-Acceptance mechanism (e.g. Abdulkadiroğlu and Sönmez, 2003) and the procedure that had been used in Harku until 2015 was very similar to this.

### 4.2.2 Building a mechanism for kindergarten seat allocation

Our redesign of Harku kindergarten allocation mechanism inspired by literature has four main areas as described in Table 4.1. The application procedure before 2016 which was initiated by collecting preferences had several drawbacks. First, since parents could get higher priority if they applied earlier, they tended to apply soon after the birth of the child. However, during the subsequent three years, the preferences of the families could have changed. That was usually not reflected in the application data, thus resulting in a high number of cancellations. Second, families could only list their top three choices. Limited preference not only created a large number of unassigned children, but also manipulation with the revelation of preferences.

Our design changed the data collection procedure and the number of preferences collected. Families use the application platform ${ }^{3}$ during a limited period (one month) six months before the service delivery (1. September) and listed all their preferences. Giving up application date as a priority will be an imminent result of the procedural amendments.

Finally, the central allocation mechanism applied until 2016 was not transparent, the priorities were not clearly defined or adhered to by the heads of the kindergartens. The first priority of the application date was sometimes violated. Children with siblings were usually considered to have higher priority, but not always. Our design introduced clearly defined priority metrics and a centralised allocation system that ensures that the criteria are always followed. Moreover, instead of unstable and manipulable Immediate Acceptance mechanism we proposed the child-proposing DA. This is

[^4]Table 4.1: Redesign of Harku mechanism

| 2015 | 2016 |
| :---: | :---: |
| Application procedure |  |
| Applications are collected after the birth of the child due to prioritising according to application dates | Applications are collected from 1 January until 1 February for allocating places from 1 September of the same year |
| Limited preference lists |  |
| Limited to three kindergartens | List all kindergartens they are willing to attend (no limit) |
| Priorities (policies) |  |
| Not clearly defined | See Section 4.3.2 for policy design alternatives |
| Matching mechanism |  |
| Decentralised mechanism which has some properties of Serial dictatorship and Boston (Immediate acceptance) | Deferred-Acceptance |

a standard method for school choice (Abdulkadiroğlu and Sönmez, 2003), which eliminates justified envy, and gives incentive for the families to state their true preferences.

### 4.2.3 Particularities of the 2016 system

Before the final implementation of our platform-based matching design, there was a transitory system in place in Harku in 2016 that partially applied our design recommendations, but experimented with priorities. Families were asked to rank all seven kindergartens. Additionally, the home address, application date, status of siblings and the child's birth date were collected. The allocation process was designed on the basis of the DA mechanism with slots (Dur et al., 2013) while policy transformation regarding fixing priorities was more complex. There were four types of priorities that are defined per position as follows, in the order of precedence:

1. siblings, distance, age, application date
2. distance, age, application date, siblings
3. application date, siblings, distance, age
4. age, application date, siblings, distance
5. siblings, distance, age, application date
6. distance, age, application date, siblings

The positions are considered in order, with families first applying to the first position, then the second position, etc. This can also be thought of as each kindergarten being split into a number of seats, with each seat potentially having a unique priority criteria. Then, the preferences of the families are modified so that within each kindergarten, they rank the position with the higher precedence higher. If the number of available places is not exactly divisible by four, then some type of priorities might have more positions available than others.

The main reason for the complicated policy design or for considering the four types of priorities rotationally was backed by the argument of equal treatment. Granting equal opportunity to all "types of families" (the ones that have siblings; those living nearby; early applicants; and families with an older child) was the preference of the local municipality. In future allocations, the application date will not be used anymore. It was used as here as some families still had the expectation of being allocated by the application date.

The precedence order of priority classes matters in the allocation procedure, as shown by Dur et al. (2013) by demonstrating that a simple priority scheme might be discriminating for some groups. For instance, let us assume there are five seats with siblings and distance priority and a further five seats with only distance priority. There are more than five children with a sibling and in total more than ten children. If for the first five positions we would consider children with siblings and then by distance, this would be disadvantageous for children with siblings compared to first only considering distance and then siblings as well as distance. In the latter case, some children with siblings might already be allocated by distance alone, so other children with siblings have lower competition and a better chance of getting a desired place. On the other hand, it might occur that some children living closer have an unfair disadvantage. The aim of the rotating scheme is to balance these two effects. That leads us to the equal treatment issues related to policy design.

### 4.3 Policy design

### 4.3.1 Efficiency and fairness

In mechanism design the goals are usually related to designing an allocation method that maximises a form of efficiency, while not violating some constraint(s). In the matching domain, the usual criterion is selecting a Pareto optimal matching among a set of stable matchings. In a public resource two-sided matching setting, e.g. school seats, usually in fact two selections are made: first, the priorities of applicants and second, the mechanism. In a school choice setting, the priorities are often based on siblings and distance, although there are other alternatives (Matching in Practice, 2016). However, in designing the allocation mechanism these priorities are usually treated as a given.

When evaluating the allocation methods we concentrate on two main criteria: efficiency and fairness. Efficiency characterises the level at which we, as a designer, can satisfy the preferences of the applicants. Thus, we look at the average allocated preference. We also include the percentage of applicants receiving their first preference as this is often the case and the average might not always be a good indicator.

In addition to efficiency and stability (lack of envy), our policy design is driven by equality concerns. In the literature on distributive justice, discussion on fairness (fair access in our case) is often accompanied by discussion on the principles of affirmative action, i.e. the Rawlsian difference principle (Rawls, 1971). In our case, fair access is defined as the chance for the family to access their most preferred kindergarten. Moreover, we include in our design some positive discrimination, or controlled choice, through policies such as prioritising siblings.

Fair access is essentially different from the efficiency metrics for the priorities of local municipalities and the preferences of families. The goal of fair access is to provide an opportunity for everyone to get into their most preferred kindergarten. As some families might live far away from all kindergartens, they would always be low on the priority list for any kindergarten. We measure fair access as the proportion of families placed in their most preferred kindergarten on two levels, at least $10 \%$ chance and $50 \%$ chance. This is similar to access to quality in (Shi, 2015) where quality, in addition to being ranked high, contains an objective quality metric. Since there is no quality ranking for a kindergarten in our case and only a small number of kindergartens we look at the probability of families having a chance to be allocated to their first choice. Since not all policy designs use lotteries, some will be inherently unfair in terms of fair access.

The mechanism also allows the local authorities to have social objectives, which are usually, but not always aligned with the preferences of the parents. The two most prominent goals are

- having siblings in the same kindergarten, and
- placing children in a kindergarten near their home.

Prioritisation of proximity and siblings is also recommended by the regulations responsible for the allocation of kindergarten places (Preschool Child Care Institutions Act, 2014). While proximity and siblings are common practice in the case of school and kindergarten choice design, often favoured as the means to sustain community cohesively and avoid unreasonable transportation costs (see Shi, 2015, for instance), this practice may cause various concerns. The proximity principle may lead to problems in segregated areas, where it may result in the concentration of children from a similar socio-economic background into the same kindergartens. Further social objectives could be the prioritisation of disadvantaged families or children with special needs, but there was no access to this kind of information in the data, so those goals were disregarded in this study. However, the main goal is still to provide families with a place in their most preferred kindergartens.

### 4.3.2 Operationalisation of policy designs

A short list of social objectives indicated in the previous section does not mean that policy designs are limited to two alternatives, as the priority structures for siblings and proximity have many variants. Children with siblings might always have priority over others, or might only be prioritised over families living further away. Proximity can also be considered in multiple different ways, such as a walk-zone or a catchment area or a geographical distance.

A simple way to consider geographic aspects is to define catchment areas for each kindergarten, and prioritise the children living in the catchment area where the kindergarten is located. The drawback of this method is that these priorities may not reflect the personalised distances, as a kindergarten might be relatively far from an address in the same area, whilst another kindergarten in a different area can actually be nearby. Therefore, it may be more appropriate to use personalised distances. We can use continuous (real) distances or discretise them somehow, for instance giving priority to a kindergarten within a 10 -minute walking distance, or giving priority to the closest, or several closest kindergartens. Another option is to give high priority to a child in a number of nearby kindergartens. A special version
of the latter so-called menu system has been evaluated and used in Boston school choice (Shi, 2015). Below we specify the distance-based priorities that we used in our policies.

- absolute: Strict priorities based on the personalised absolute distances between the child's location and the school, measured in walk time or kilometres.
- walk-zone: Coarse priorities based on the above-described absolute distance. A child is in the high priority group for a school if she lives within a 10-minute walking distance to this school.
- relative: Every child is in the highest distance-based priority group in her closest school, she is in the second highest priority group in the second closest school, and so on.
- 3 closest: A binary variant of the above-defined relative distance policy, where every child is in the high priority group of a school, if this school is among the three closest schools for this child.

When we consider the children in walk-zones to have a higher priority, followed by children with siblings, the following priority groups are obtained: 1. siblings in walk-zones, 2 . children in walk-zones, 3 . siblings, 4. the rest. Siblings could also be considered to have a higher priority, which would result in the priority groups: 1. siblings in walk-zones, 2 . siblings, 3. children in walk-zones, 4 . the rest. This simple classification is used in many US cities, such as New York (Abdulkadiroğlu et al., 2005a) and Boston (Abdulkadiroğlu et al., 2005b), together with a randomised lottery for breaking ties. The lottery can also be conducted in two ways, either as a single lottery which is used in all kindergartens, or as multiple lotteries, one for each kindergarten. The typical choice, used in most US school choice programmes and also in Irish higher education admissions (Chen, 2012), is the single lottery. We will investigate both in our computational experiments. This question is discussed further by Ashlagi and Nikzad (2015) and Pathak and Sethuraman (2011).

If it is considered undesirable that a high proportion of children get admitted by sibling priority, then one option is to set a quota for siblings, for example $50 \%$ of the places. In this case, there is high priority for siblings for only some proportion of the places available, and the remaining places are prioritised by distance only. In such a setting, how the allocation is implemented is crucial. It can be done by allocating the places for siblings first and then the remaining seats or in reverse. Dur et al. (2013) showed that the reverse approach can benefit children with siblings, and Hafalir et al. (2013) showed that reserving places for a certain minority results in a
better allocation for the minority than limiting the quota for the majority does. Under the latter policy, both groups (minority and majority) could be worse off. We evaluate policy design by the reservation of places for siblings or for families living nearby. In Harku, only about $20 \%$ of children have a sibling, so $20 \%$ of the places were set to have a sibling priority.

The Deferred-Acceptance algorithm can be slightly modified to accommodate for reserves and quotas. The priority quotas can be considered as separate kindergartens. In this variant, the child is first placed in a quota group high in the precedence order, and if rejected, the child is then placed lower, etc. Thus, each child will be placed in the highest possible precedence quota group.

Table 4.2: Summary of policies (priority order in parentheses)

| Policy | Distance (D) | Siblings (S) | Lottery | Quotas <br> (Precedence) |
| :--- | :---: | :---: | :---: | :---: |
| DA1 | absolute (2) | $(1)$ | no | no |
| DA2 | walk-zone (2) | $(1)$ | $(3)$ | no |
| DA3 | walk-zone (1) | $(2)$ | $(3)$ | no |
| DA4 | 3 closest (2) | $(1)$ | $(3)$ | no |
| DA5 | absolute (2) | $(1)$ | no | $[80 \%, 20 \%]$ |
| DA6 | absolute (2) | $(1)$ | no | $[20 \%, 80 \%]$ |
| DA7 | relative (2) | $(1)$ | $(3)$ | $([\mathrm{S}+\mathrm{D}, \mathrm{D}])$ |
| Do |  | no |  |  |

In this study, in order to explore the described aspects, we settled on seven priority policies (summarised in Table 4.2) for evaluation:

DA1. Children with siblings always have the highest priority and children living closer have higher priority. Priority classes would be considered in the order: 1) siblings; 2) walking distance.

DA2. Children with siblings always have the highest priority, then children in the walk-zone have higher priority. The walk-zone is defined as a 10-minute walking distance from home. Additional ties are ordered by a random lottery for all kindergartens. The order of priority classes is: 1) siblings + walk-zone; 2) siblings; 3) walk-zone; 4) the remainder.

DA3. Children in the walk-zone always have the highest priority, then children with siblings have higher priority. Additional ties are ordered by a random lottery for all kindergartens. The order of priority classes is: 1) siblings + walk-zone; 2) walk-zone; 3) siblings; 4) the remainder.

DA4. Children with siblings always have the highest priority, and children have higher priority for the three closest kindergartens. Additional ties are ordered by a random lottery for all kindergartens. Priority precedence order: 1) siblings + one-of-three-closest; 2) siblings; 3) one-of-three-closest; 4) the remainder.

DA5. Children with siblings have the highest priority for the reserved $20 \%$ of places, otherwise priority is by distance. Precedence order: 1) by distance up to $80 \% ; 2$ ) children with siblings + distance up to $20 \%$; 3) remaining places, if any, by distance.

DA6. Children with siblings have the highest priority for the reserved $20 \%$ of places, otherwise priority is by distance. Precedence order: 1) children with siblings + distance up to $20 \%$; 2) remaining places, if any, by distance.

DA7. Children with siblings always have the highest priority, and children have higher priority in the closest kindergarten, second highest in the second-closest, etc. Additional ties are ordered by a random lottery for all kindergartens. Priority precedence order: 1) siblings; 2) closestnumber.

To demonstrate the effect of policies we construct a simple example. Let us assume we have four children $C=\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ and four kindergartens $K=\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$. In Table 4.3 we show the distances between homes and kindergartens. We have no children with siblings in this example.

Table 4.3: Distances between homes and kindergartens (km-s)

| km | $k_{1}$ | $k_{2}$ | $k_{3}$ | $k_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | .7 | 1.2 | 1.0 | 1.7 |
| $c_{2}$ | .4 | .6 | .3 | .7 |
| $c_{3}$ | .9 | .5 | .4 | .3 |
| $c_{4}$ | .8 | .3 | .9 | 1.0 |

Assuming that walk-zone distance is $\leq .6 \mathrm{~km}$, the resulting priorities are in Table 4.4. We can observe that with absolute distance or walk-zone the child $c_{1}$ would not have a high priority in any kindergarten. However with the 3 -closest policy, there is at least some chance of having the highest priority in some kindergarten and with relative distance, each child has the highest priority in at least one kindergarten. While this is not always guaranteed with relative distance, the lottery has lower impact compared to the 3 -closest policy.

Table 4.4: Distance priorities

|  | absolute (DA1) | walk-zone (DA2, DA3) |
| :---: | :---: | :---: |
| $k_{1}$ | $c_{2} \prec c_{1} \prec c_{4} \prec c_{3}$ | $c_{2} \prec\left\{c_{1}, c_{3}, c_{4}\right\}$ |
| $k_{2}$ | $c_{4} \prec c_{3} \prec c_{2} \prec c_{1}$ | $\left\{c_{2}, c_{3}, c_{4}\right\} \prec c_{1}$ |
| $k_{3}$ | $c_{2} \prec c_{3} \prec c_{4} \prec c_{1}$ | $\left\{c_{2}, c_{3}\right\} \prec\left\{c_{1}, c_{4}\right\}$ |
| $k_{4}$ | $c_{3} \prec c_{2} \prec c_{4} \prec c_{1}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{3}\right\}$ |


|  | 3 -closest (DA4) | relative (DA7) |
| :---: | :---: | :---: |
| $k_{1}$ | $\left\{c_{1}, c_{2}, c_{4}\right\} \prec c_{3}$ | $c_{1} \prec\left\{c_{2}, c_{4}\right\} \prec c_{3}$ |
| $k_{2}$ | $\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ | $c_{4} \prec\left\{c_{1}, c_{2}, c_{3}\right\}$ |
| $k_{3}$ | $\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ | $c_{2} \prec\left\{c_{1}, c_{3}\right\} \prec c_{4}$ |
| $k_{4}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{4}\right\}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{4}\right\}$ |

### 4.3.3 Data and initial policy design comparison

From a total of 152 families, 151 ranked all seven kindergartens and only one family submitted a single kindergarten as their preference. Table 4.5 shows the number of available places in each kindergarten. Also 37, about $24 \%$ of, children have a sibling in one of the kindergartens.

Table 4.5: Harku allocation

| Kindergarten | Number of places |
| :---: | :---: |
| A | 20 |
| B | 20 |
| C | 34 |
| D | 18 |
| E | 20 |
| F | 38 |
| G | 5 |
| Total | 155 |

Table 4.6 compares the allocations over all the policies with the submitted preferences. The listed Harku allocation does not exclude those few families who declined their assigned place. However, many (115, i.e.
$76 \%$ ) of the families were allocated to their most preferred kindergarten. Since most families ranked all kindergartens and there are more places than children, no children remained unassigned.

For policies that included lotteries, we computed averages over 20 lotteries. In the parentheses we show the standard error over the lotteries. In addition, we compared policies using a single (S) lottery for all kindergartens or multiple (M) lotteries, one for each kindergarten.

Table 4.6: Year 2016 comparison of policies using reported preferences

| Policy | Mean <br> prefer- <br> ence | First | Unassigned | Mean <br> distance <br> $(k m)$ | With <br> siblings |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Harku | 1.68 | 115 | 0 | 4.24 | $95 \%$ |
| DA 1 | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
| DA 2 (M) |  | 1.85 | 98.75 | 0 | 4.59 |
|  | $(0.01)$ | $(0.61)$ |  | $(0.02)$ | $(0.0 \%$ |
| DA 2 (S) | 1.72 | 108.05 | 0 | 4.44 | $100 \%$ |
|  | $(0.01)$ | $(0.61)$ |  | $(0.01)$ | $(0.0 \%)$ |
| DA 3 (M) | 1.83 | 98.30 | 0 | 4.51 | $95 \%$ |
|  | $(0.01)$ | $(0.79)$ |  | $(0.02)$ | $(0.25 \%)$ |
| DA 3 (S) | 1.72 | 107.75 | 0 | 4.45 | $96 \%$ |
|  | $(0.01)$ | $(0.38)$ |  | $(0.02)$ | $(0.3 \%)$ |
| DA 4 (M) | 1.91 | 89.25 | 0 | 4.53 | $100 \%$ |
|  | $(0.01)$ | $(1.06)$ |  | $(0.02)$ | $(0.0 \%)$ |
| DA 4 (S) | 1.75 | 104.85 | 0 | 4.49 | $100 \%$ |
| DA 5 | $(0.01)$ | $(0.7)$ | 0 | $(0.01)$ | $(0.0 \%)$ |
| DA 6 | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
| DA 7 (M) | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
|  | 1.78 | 107.60 | 0 | 4.30 | $100 \%$ |
| DA 7 (S) | $(0.01)$ | $(0.47)$ | 0 | $(0.01)$ | $(0.0 \%)$ |
|  | 1.76 | 107.75 | $0.01)$ | $(0.47)$ | 0 |
| 4 | $(0.01)$ | $(0.0 \%)$ |  |  |  |

[^5]By using a simpler policy such as the DA1, we saw that there are fewer families receiving a place in their first choice kindergarten than with the transitory Harku priority system. Moreover, two children (about 5\%) are not allocated to the same kindergarten as their siblings with the transitory rule, but with most other policies all siblings end up in the same kinder-
garten. The only exception to this is DA3, which has siblings as a second priority over walk-zone, and on average also allocated $95 \%$ of siblings in the same kindergarten, but fewer children to their first preferences.

It seems that the transitory policy of Harku invoked the so-called vacancy chains (Blum et al., 1997), where at the expense of one child with a sibling several others could obtain better places along an augmenting path. In particular, by denying places for two children in the same kindergarten as their sibling, around seven more families could obtain their first choices. This leads to an interesting trade-off between the goals of satisfying the sibling priority or granting the first choice of slightly more parents.

In 2016, the allocations based on policies DA5 and DA6 were exactly the same. This indicates that the gain in allocating more children to their first preference with Harku's policy is not due to allocating children to a closer kindergarten, but due to application date and age priorities. Therefore, if these two criteria will not be used in future policies, we expect that the rotation scheme based only on siblings and proximity will provide allocations similar to DA1, DA5 and DA6, assuming that the proportion of children and seats is similar.

### 4.3.4 Generating counter-factual preferences

We use the 2016 data for counter-factual policy evaluation. To generate the counter-factual preferences we only use the distance between homes and kindergartens and sibling status in a kindergarten. The collected preference data is used to understand which features to use in the ranking function, the functional form of the utility function and the fixed effects of kindergartens.

For each family and kindergarten we know the geographical location from address lookup from google maps ${ }^{4}$ and Estonian Land Board (Maaamet $^{5}$ ) and distance calculations taken from Google maps distance ${ }^{6}$. We have a rich dataset for distance, as for each family-kindergarten pair we know the driving and walking distances in kilometres and minutes. We also have the direct distance between the two points calculated with the haversine formula. The features are described in Table 4.7.

We fit a multinomial rank-ordered logit model (Croissant, 2011), which is similar to the model used by Shi (2015). The model assumes that families have an utility function of the form,

$$
\begin{equation*}
u_{i j}=\alpha_{j}+\sum_{k} \beta_{k} \cdot x_{k i j}+\epsilon_{i j} \tag{4.1}
\end{equation*}
$$

[^6]Table 4.7: Family's kindergarten features

| Feature | Description |
| :---: | :---: |
| preference rank | Families rank of the kindergarten, between 1-7 |
| walking_distance_sec | walking time between family's home and kindergarten, based on Google (2015) |
| walking_distance_m | walking distance between family's home and kindergarten, based on Google (2015) |
| driving_distance_sec | driving time between family's home and kindergarten, based on Google (2015) |
| driving_distance_m | driving distance between family's home and kindergarten, based on Google (2015) |
| haversine_distance_m | direct distance between family's home and kindergarten |
| walking_distance_rank | kindergarten rank by walking distance |
| driving_distance_rank | kindergarten rank by driving distance |
| haversine_distance_rank sibling | kindergarten rank by haversine distance 1 if kindergarten has a sibling already attending, 0 otherwise |
| log_walking_distance_sec | $\log$ (walking_distance_sec) |
| sqrt_walking_distance_sec | $\sqrt{\text { walking_distance_sec }}$ |
| log_walking_distance_m | $\log$ (walking_distance_m) |
| sqrt_walking_distance_m | $\sqrt{\text { walking_distance_m }}$ |
| log_driving_distance_sec | $\log$ (driving_distance_sec) |
| sqrt_driving_distance_sec | $\sqrt{\text { driving_distance_sec }}$ |
| log_driving_distance_m | $\log$ (driving_distance_m) |
| sqrt_driving_distance_m | $\sqrt{\text { driving_distance_m }}$ |
| log_haversine_distance_m | $\log$ (haversine_distance_m) |
| sqrt_haversine_distance_m | $\sqrt{\text { haversine_distance_m }}$ |

where $\alpha_{j}$ are fixed effect of kindergartens, $\beta_{k}$ is the coefficient for feature $k$ and $\epsilon_{i j}$ is the family's personal unexplained preference. We further use the utilities to find a probability if a ranking. In a ranked-order logit model the probability of a ranking is a multiple of a kindergarten begin is a particular position, which in our case is $\operatorname{Pr}($ ranking $1,2, \ldots, 7)=\operatorname{Pr}($ ranking $=$ $1) \cdot \operatorname{Pr}($ ranking $=2) \cdot \ldots \cdot \operatorname{Pr}($ ranking $=7)$. The probability of family $i$ ranking kindergarten $j$ at some position are,

$$
\left\{\begin{array}{l}
\operatorname{Pr}_{i j}(\text { ranking }=1)=\frac{e^{u_{i j}}}{\sum_{r=1}^{7} e^{u_{i r}}}  \tag{4.2}\\
\operatorname{Pr}_{i j}(\text { ranking }=2)=\frac{e^{u_{i j}}}{\sum_{r=2}^{7} e^{u_{i r}}} \\
\ldots \\
\operatorname{Pr} r_{i j}(\text { ranking }=6)=\frac{e^{u_{i j}}}{\sum_{r=6}^{7} e^{u_{i r}}}
\end{array}\right.
$$

First our aim is to select one of the distance metrics from Table 4.7 to include in the utility model (4.1). For this we do 100 bootstrap runs with each metric. In Figure 4.1 we plot the resulting log-likelihood with its standard error. We see that the $\sqrt{\text { driving_distance_sec }}$ provides the best prediction on average. We also see that including the sibling status would improve the prediction accuracy, however the statistical significance of the coefficient is low (Table 4.8) in any combination of features. So we select the model (3) from Table 4.8 as our final model.


Figure 4.1: Predictive features

For policy comparison we generate the ranking over all kindergartens. We do not model the cut-off levels for outside options, when the family would rather keep the child at home. We assume they would always rather have a place in any of Harku's kindergartens.

To obtain a full ranking of kindergartens we use the probabilities from (4.2). For counter-factual preferences we vary the coefficient for distance. The parameter values are in (4.3). For each combination of parameters we generate several (7) different preference profiles and evaluate the policies on the average over all the preference profiles.

$$
\begin{equation*}
\beta_{1} \in\{0.0,0.05,0.1,0.23,0.25,0.5,1,2,4,10\} \tag{4.3}
\end{equation*}
$$

To better interpret the results we look at the results by conditional probabilities of a parameter set. We look at two conditional effects: (a) probability of ranking kindergarten higher given it is closer; and (b)probability of ranking a kindergarten higher given a kindergarten has a sibling. Formally the conditional probability are defined in (4.4) and (4.5).

$$
\begin{align*}
& \operatorname{Pr}\left(r_{1}<r_{2} \mid d_{1}<d_{2}\right)=\frac{\operatorname{Pr}\left(d_{1}<d_{2}, r_{1}<r_{2}\right)}{\operatorname{Pr}\left(d_{1}<d_{2}\right)}  \tag{4.4}\\
& \operatorname{Pr}\left(r_{1}<r_{2} \mid s_{1}>s_{2}\right)=\frac{\operatorname{Pr}\left(s_{1}>s_{2}, r_{1}<r_{2}\right)}{\operatorname{Pr}\left(s_{1}>s_{2}\right)} \tag{4.5}
\end{align*}
$$

The mean conditional probability with fitted regression parameter, $\beta=$ 0.25 , is $\operatorname{Pr}\left(r_{1}<r_{2} \mid d_{1}<d_{2}\right) \approx 0.79 \pm 0.02^{7}$. This is similar to what we observe it the 2016 data, where $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)=0.81, i \neq j$. In Figure 4.2a shows the relationship between the logistic parameters and the conditional probabilities.

### 4.3.5 Policy sensitivity to preferences

When comparing policies, one may wonder how sensitive the results are to changes in the preferences of parents. This can also be important when applying our policy recommendations in other applications. In kindergarten allocation, and sometimes also in school choice, when the kindergartens are more or less of the same quality, the most important factor influencing the preferences of parents is the location. Therefore, we conducted a comparative study wherein the intensities of this factor in the preferences of parents is varied. We evaluated the efficiency and fairness of the alternative policies accordingly. For the generation of preferences, we use the locations and the information on the siblings from the 2016 preference data.

[^7]Table 4.8: Rank-ordered logit coefficients

|  | preference rank |  |  |
| :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) |
| $\alpha_{B}$ | $\begin{gathered} -0.643^{* * *} \\ (0.150) \end{gathered}$ | $\begin{gathered} -0.646^{* * *} \\ (0.151) \end{gathered}$ | $\begin{gathered} -0.532^{* * *} \\ (0.143) \end{gathered}$ |
| $\alpha_{C}$ | $\begin{gathered} -0.642^{* * *} \\ (0.179) \end{gathered}$ | $\begin{gathered} -0.637^{* * *} \\ (0.181) \end{gathered}$ | $\begin{gathered} 0.556^{* * *} \\ (0.146) \end{gathered}$ |
| $\alpha_{D}$ | $\begin{gathered} 0.223 \\ (0.181) \end{gathered}$ | $\begin{gathered} 0.206 \\ (0.187) \end{gathered}$ | $\begin{gathered} 1.690^{* * *} \\ (0.155) \end{gathered}$ |
| $\alpha_{E}$ | $\begin{gathered} 0.250 \\ (0.153) \end{gathered}$ | $\begin{gathered} 0.232 \\ (0.156) \end{gathered}$ | $\begin{gathered} 0.994^{* * *} \\ (0.142) \end{gathered}$ |
| $\alpha_{F}$ | $\begin{gathered} 0.223 \\ (0.178) \end{gathered}$ | $\begin{gathered} 0.247 \\ (0.184) \end{gathered}$ | $\begin{gathered} 1.662^{* * *} \\ (0.153) \end{gathered}$ |
| $\alpha_{G}$ | $\begin{gathered} -1.868^{* * *} \\ (0.193) \end{gathered}$ | $\begin{gathered} -1.916^{* * *} \\ (0.197) \end{gathered}$ | $\begin{gathered} -1.563^{* * *} \\ (0.177) \end{gathered}$ |
| $\begin{aligned} & \beta_{1} \\ & \sqrt{\text { driving_distance_sec }} \end{aligned}$ | $\begin{gathered} -0.247^{* * *} \\ (0.016) \end{gathered}$ | $\begin{gathered} -0.247^{* * *} \\ (0.017) \end{gathered}$ |  |
| $\beta_{1}$ sibling |  | $\begin{gathered} 20.910 \\ (2,616.377) \end{gathered}$ | $\begin{gathered} 21.560 \\ (2,702.194) \end{gathered}$ |
| Observations | 906 | 906 | 906 |
| Log Likelihood | -871.479 | -825.165 | $-955.807$ |
| Note: | * | 0.1; ${ }^{* *} \mathrm{p}<0.0$ | $;^{* * *} \mathrm{p}<0.01$ |



Figure 4.2: Coefficients and conditional probabilities

We characterise preference profiles by the conditional probability of a family ranking a closer kindergarten higher $\left(\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right), i \neq j\right)$ and ranking a kindergarten with a sibling higher $\left(\operatorname{Pr}\left(r_{i} \succ r_{j} \mid s_{i}>s_{j}\right)\right.$, $i \neq j$ ). Where $r_{i}$ is rank of kindergarten $i, d_{i}$ is distance to kindergarten $i$ and $s_{i}$ is one when there is a sibling and zero otherwise. In the collected 2016 preference data, the $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)=0.81$ and the $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid\right.$ $\left.s_{i}>s_{j}\right)=1.0, i \neq j$.

The main dimensions of the evaluation are the preference rank achieved in an allocation as well as the effect of the average distance from kindergartens and the share of siblings in the same kindergarten.

For statistical comparison, we generated twenty preference profiles of each of the parameter values. A total of 200 preference profiles were generated. For each policy that has a lottery, we run twenty different randomised lotteries for each instance. As we saw in Table 4.6 the standard errors over the twenty lotteries are small. All the figures of the results show the smoothed ${ }^{8}$ results of the ten allocations over policies with a $95 \%$ confidence bound. For policies with lotteries, there are results with a single ( S ) and multiple (M) lotteries over kindergartens.

Each year the number of available kindergarten positions varies. However, on average about 20 places should be available in each kindergarten each year, as one group of children leaves for school. Occasionally, there might be more or fewer places. In our experiments, we set the number of available places to 20 in each kindergarten. However, this creates additional competition and the resulting matched ranks will be lower (see

[^8]Ashlagi et al., 2013a,b) in these experiments than in the actual data in Table 4.6. Additionally, in our interpretations we implicitly assume the effect of the competition will be similar for all the policies.

Figures 4.3a and 4.3b demonstrate the average preferences obtained and the proportion of families getting their first choices for all policies. Policy DA7 is the most sensitive to changes in the preferences of families. When preferences are strictly based on distance with conditional probability of $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right) \rightarrow 1.0$, it produces one of the highest average rank score, one similar to other policies such as DA1, DA5 and DA6. Surprisingly, when the preferences of families are close to random, with conditional probability of $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right) \rightarrow 0.5$, then DA7 (S) is the policy that has one of the lowest average ranks and the lowest number of families with a first preference. Policies that do worse are the ones using multiple lotteries, one per kindergarten. In addition, the difference of having a single or multiple lotteries for kindergartens is not very significant for DA7, most likely due to lower usage of tie-breaking in this policy compared to others with a lottery.

At face value, DA7 seems to be the most egalitarian policy as every family has the highest priority in at least one of the kindergartens. However, it seems that families that do not prefer to be in the closest kindergarten tend to be rejected more often from their preferred kindergartens further away where they have a lower priority. As the matched rank drops more in DA7 than other policies, when $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right) \rightarrow 0.5$. Since the preferences and priorities are not aligned, the probability of the family being rejected in some round of the process is higher. The probability of being rejected at a certain point seems to be smaller for other policies.

In terms of average matched preference rank, the policies DA2 and DA3 are almost indistinguishable from each other, most likely because there are too few siblings in this data. Nevertheless, it is always better to use a single rather than multiple tie-breaking lotteries for both of these policies. The average preference achieved is always better with a single lottery and also there are more families with their first preference (Figure 4.3b). Policies with a single lottery, such as DA2 (S), DA3 (S) and DA4 (S) - with the exception of DA7 (S) - are significantly better for families in most situations. Only when $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)>0.9$, did policies DA1, DA5 and DA6, which use absolute distance, turn out to be better than the single lottery policies.

The policies DA1 and DA6 always produce exactly the same matching, DA5 is occasionally slightly different (for about 2-6 children), but the aggregate results are still very similar. This is most likely because the selected reserve of $20 \%$ is close to the percentage of siblings in the data.


Figure 4.3: Conditional probability of distance

Interestingly, most policies, with the exception of DA7, are quite robust to changes in preferences. The same proportion of families almost always receive their first preferences, about $50 \%$ to $60 \%$ with DA2, DA3 and DA4 and $60 \%$ to $70 \%$ with DA1, DA5 and DA6. There is a slight increase in the average preference when preferences become determined by distance. With DA7, the proportion varies widely between $40 \%$ and $70 \%$, and families fare better when preferences are aligned with distance.

Figure 4.4 a shows the average distance between families and kindergartens. The average distance is smaller for all policies when the preferences of families are determined more by distance. Expectedly, the smallest average distance is always with DA1 (including DA5 and DA6), as these policies are aimed to minimise distance. The average distance is the largest with DA2 and DA3, policies based on walk-zones, probably caused by the randomness in the priorities of kindergartens. Furthermore, these policies have a slightly lower average distance with a single tie-breaking lottery, when preferences are correlated with distance. On the other hand often, if preferences are random, the multiple tie-breaking lotteries have a lower average distance than single lotteries. A small improvement of average distance in policies with lotteries is obtained by not using discretisation by walk-zones, and instead having a higher priority for a fixed number of kindergartens, as in DA4.

With random preferences, there is a trade-off between achieved preference and average distance in the results obtained by DA7 (M) and, DA2 $(\mathrm{M})$ and DA3 $(\mathrm{M})$, where DA4 $(\mathrm{M})$ is at the middle point among these poli-


Figure 4.4: Average distance and conditional probability of distance in preferences
cies in this aspect. Policy DA7 always achieves the lowest average distance among the lottery policies, others produce better matched ranking. When preferences are more correlated with distance, then DA7 is better by both average preference and distance.

Figure 4.4 b depicts the probability of children being in the same kindergarten as their siblings. When the preferences of families are random with respect to siblings, most policies place about $40 \%$ to $60 \%$ of siblings in the same kindergarten as their siblings. When families prefer closer kindergartens, then more siblings end up in the same place. This higher percentage is most likely due to siblings already being in a nearby kindergarten. We have also added the 45 degree line, indicating that policies that are below this have some children, who would prefer a kindergarten with sibling, assigned to a different kindergarten. Multiple lottery policies seem to be better at placing children in the same kindergarten with siblings.

In Figures 4.5 a and 4.5 b , the probability of a child being matched to the family's first preference in at least one lottery is measured. This is a measure for fairness, or fair (equal) access to kindergartens, which is similar to the measure of access to quality used by Shi (2015). We have plotted the fairness of access for policies DA1, DA5 and DA6, even though there is no sensible interpretation, since there are no lotteries. However, these policies are still useful for comparison.


Figure 4.5: Fairness of access

With the lottery policies DA2, DA3 and DA4, with both single and multiple lotteries, about $60 \%$ to $95 \%$ of families have about a $10 \%$ chance of a place in a kindergarten that is their first preference. The DA4 (S) is the best performer when preferences are aligned with distance and DA2 (S) and DA3 (S) when preferences only have a kindergarten effect. Policy DA7 (S) comes close to DA4 (S) only when preferences are almost perfectly aligned with distance.

However, when we make our fairness notion slightly stronger, i.e. there has to be at least a $50 \%$ chance of a place in the family's first choice kindergarten, the proportion of families achieving this drops to only about $40 \%$. This is even lower than with deterministic policies like DA1. Therefore, it seems that with lotteries we can give some families a small $10 \%$, chance of getting their first preference, but as a result, some families lose their first preferences. With a larger chance, $50 \%$, there are more families losing their first preference than those gaining.

In terms of trade-offs, the policy DA4 (S) is better on fairness and average matched preference, but worse on average matched distance. DA1 and similar policies do better on average matched rank and distance, however they fare worse on fairness, i.e. families living far away from all kindergartens have a smaller chance of a preferred match. When preferences are not entirely determined by distance, then these two (DA1 and DA4) are the best options to choose from. However, with distance-based preferences,

DA7 can prove to be an improvement. In this case with DA7, the fairness is almost as good as with DA4, average distance was a significant improvement over DA4, and average allocated rank very close to DA1.

### 4.4 Further issues

There are some additional aspect of kindergarten allocation to consider. These were not included in the current design mainly because it would require a more profound change to the data collection during the application procedure or were very small scale, involving potentially one or two children a year. We present here a summarised overview of Further issues section from (Veski et al., 2017).

One of the issues with potentially the biggest impact is the procedure of considering children with special needs. Currently some two to four places are held back due to knowing beforehand if there will be any such cases as children with special needs are considered to take up-to three places. If no such cases arise the parental committee might make these places available. This creates another round of applications, where potentially also already allocated children might be interested to get a place in a more preferred kindergarten. There are two potential mitigation to this reallocation: first, evaluate early on the need for special needs; second, make the reallocation available to all families to avoid potential blocking pairs in the resulting match.

Some parents may works in a neighbouring municipality and might also consider getting a kindergarten place there. If these allocation procedure are not coordinated, the final selection of the parents creates an additional free place in the other municipality. After the allocation is already made it would be hard to ensure stability in the new allocation.

In many municipalities the shortage of places is acute so private childcare provides additional flexibility. However this is usually compensated for the family. Some families for some price might prefer a place in the private childcare, but for the local municipality it is often cheaper to provide a place their kindergarten. How this compensation should work to allow for optimal use of resources is for further research.

Often kindergarten have the option to open multiple groups or mixed age groups. Usually the age and mixing of the groups is decided before the allocation. It might be beneficial for the families if these decision were made during the allocation procedure to ensure that more preferred kindergartens to more families. However in general this problem is computationally hard to solve and might require heuristics to be tractable (Biró et al., 2010a, 2014).

### 4.5 Conclusion and discussion

We have reviewed the kindergarten matching practices in one Estonian municipality, Harku. Until 2015, the collected preferences were unlikely to reflect the true preferences of the parents, since the data were out-ofdate by the time of the allocation, the number of applications were limited and the allocation mechanism was not incentive-proof either. Therefore, the resulting allocation could create justified envy and it was also lacking transparency. In 2016, the municipality changed its allocation system mostly based on our recommendations.

In our study, we first listed well-known practices from matching mechanism design that present solutions to some of the problems and also provide policy tools for the local municipalities. These practices consist of:

- getting complete rather than limited preferences from families,
- using child-proposing stable matching for allocating places,
- defining clear policies for the local municipality based on a transparent priority system.

In assisting in the redesign of the allocation mechanism, it emerged that although the policy goals might be clear, the choice of exactly which implementation method to use can create significant differences in the results. In most cases, the goals of the local municipalities are to have siblings in the same kindergarten and to provide a place in a kindergarten close to home, in addition to the main consideration of providing a place in the most preferred kindergartens of the families. We evaluated seven different policies for implementing the policy goals, first based on data from 2016, and then based on generated data. The 2016 transitory system that follows our main recommendations provides a child-optimal stable allocation under a rotational priority structure based on four factors, such as location, siblings, registration and birth dates. The limit on the number of applications was also removed, so the preferences of the families can be considered truthful. Our main findings regarding the seven policies evaluated on the real data and in the computational experiments are summarised below.

The simplest policy is to give higher priority to children with siblings and to families living nearby, which is policy DA1. This was also demonstrated to be one of the most effective policies. The resulting allocation had, on average, matched a lot of families with their most preferred kindergarten, while also having one of the smallest average distances. This remained true when the preferences of families were agnostic about distance.

Policy DA1 might occasionally seem unfair, as small differences in distance might affect whether families are placed in their first preference or a lower one. Policies DA2, DA3 and DA4 group kindergartens by distance
within equal priority classes, DA2 and DA3 by defining a walk-zone and DA4 by having high priority in the three closest kindergartens. Families in the walk-zone are treated equally and priorities are defined by lottery. It appeared that the multiple tie-breaking rule might create a more egalitarian access to kindergartens, however it is not without its cost. The average number of children who are placed in their most preferred kindergarten is usually significantly lower and the average distance is greater. However, with a single tie-breaker over kindergartens, families are on average allocated to their more preferred kindergarten, even when compared to deterministic policies like DA1. Nevertheless, an allocation based on randomness might prove hard to justify to families. If having more egalitarian access is important, policy DA4 with a single tie-breaker would be the best of the three. The level of fair access is the same, satisfaction with average preferences is the best, and distance is the lowest.

Siblings always being given higher priority might prove another source of seemingly unfair treatment. If a family already has a child in a particular kindergarten, they are almost guaranteed to get a place in the same kindergarten for a sibling, even when there is another family living closer than them. We considered two policies, DA5 and DA6, which limit the number of places in a kindergarten that consider having a sibling a priority at up to $20 \%$. Even though the number of places reserved for siblings was low, most families still received a place in that kindergarten if they preferred it. There is almost no difference from policy DA1 on any measure, nor between DA5 and DA6, although theoretically DA6 should provide more opportunity to nearby families, and DA5 to children with siblings.

A clear oddity is policy DA7, which was initially designed to deliver more equal access to kindergartens for families who live far away from all kindergartens. While policy DA1 would give such families low priority everywhere, DA7 would still give them the highest priority in their closest kindergarten. When most families have a high preference for nearby kindergartens and for those where their siblings are, the result of DA7 is one of the best policy designs in all aspects. DA7 gives many families their first preference, it has the shortest average distance and even one of the best results for equality of access. However, the result is radically different when family preferences are mostly idiosyncratic and are almost independent from distance. In this case, DA7 is the worst policy of all for families. On average less than $40 \%$ of children get matched to their first preferences, but the average distance is the one of lowest. Thus the lesson from policy DA7 seems to be that the policy designer needs to predict the preferences of the society fairly accurately to select a good trade-off. When preferences and priorities are aligned, both of the main goals can be met. A downside of this policy is that it is vulnerable when preferences and priorities are
misaligned, and then the price paid is significant in terms of efficiency and fairness. If a local municipality aims to minimise the distances between homes and kindergartens, then DA1 is the best option. The latter objective recently turned out to be crucial in Boston, where the local authority became concerned about the busing costs (Shi, 2015).

A few interesting aspects of designing a more flexible mechanism might improve the allocation for families. Making decisions on the size and the age composition of the groups in kindergartens and determining this in an optimal way based on the application data could give an additional boost to the number of families receiving a place in their most preferred kindergarten. Some of this research has been done in terms of lower quotas for opening groups (Biró et al., 2010a).

## 5 Conclusions and Future Work

### 5.1 Discussion of the research methods

In this thesis, we have applied three agent-based computational techniques to model the behaviours and outcomes in two-sided matching markets. First, we employed a very general agent-based model for behaviour in decentralised matching markets. Second, we used genetic algorithms in an agent-based model with a centralised clearing-house to study equilibrium behaviour in that market. Third, we proposed and, using computational experiments, compared policy designs for kindergarten allocation.

The decentralised agent-based models were partially motivated by the complicated school market in Tallinn, but also by the goal of understanding the outcomes of decentralised two-sided matching markets in general. We proposed three behavioural models, some of which were already studied before in the literature, while others were inspired by similar studies in the double-auction markets. The included behaviours were a noisy behaviour or zero-intelligence agents, which is also used as a benchmark model in double-auction markets. Two additional behavioural models were included that incorporated some knowledge of the market in order to make a more rational proposal choice.

While decentralised markets require sophisticated behaviour, the centralised allocation component used for school choice in Tallinn is also vulnerable to manipulation. Families are incentivised not to report their true preferences, but rather have to reason on the basis of which schools they are the most likely to get admitted to. We used genetic algorithms to investigate potential beneficial near-equilibrium strategies in the Tallinn school choice mechanism. We implemented four variations of genetic algorithms based on literature and select the results of the best performing, expected utility maximising, variation for interpretation. We ran computational experiments in four idealised environments in order to model the effect of the preference structure on the size and average utility of the matching for the agents.

In the final chapter, we commenced designing an centralised allocation mechanism. Kindergartens in Harku have long been centrally allocated by a board of the heads of kindergartens. In most cases, the allocations were
settled using a mix of immediate-acceptance mechanisms and negotiations. Harku was interested in changing the working of the allocations by minimising the effort required by parents as well as ensuring that families have an option to send siblings to the same kindergarten, which would also be close to home. We based the design on a well-known strategy-proof and optimal deferred-acceptance mechanism. This mechanism requires two-sided preferences. On the one side, there are families with preferences and on the other, kindergartens with local priorities. In the case of Harku, the priorities would be siblings and distance. Our question was how these priorities should be implemented. Multiple options can be found both in the literature and in practice. We compared seven alternatives based on actual and counter-factual preference profiles.

The computational experiments are all agent-based, as in each case, there was a set of agents with heterogeneous preferences that exhibited some type of behaviour. In a decentralised marketplace, the significant aspects were the behaviour of the agent and the confounding effect of market thickness. While in societies behaviour is rarely so clear-cut, we could nevertheless see the effect on allocation. Nevertheless, a mix of behaviours might have unexpected effects on the macro steady-state and the dynamics. However, we saw that in some real-world markets, the aggregate outcome of unassigned agents is in-between our described behaviours. A large aspect that we neglected was the market dynamics and adaptability of the behaviour of agents. The dynamics might include external shocks or interactions with other markets or even adapting by agents based on feedback from the market or due to learning from other agents through social networks. All these are fruitful avenues for further research, as our current contribution can be considered as a baseline model.

Another major application of the agent-based model is to study the effect of learning and adaptability. Using genetic algorithms, we found a distribution of near-equilibrium strategies in the Tallinn school choice mechanism. However, this automatically assumes that all agents act in a near-optimal manner, but this might not always be the case. It is still unclear how to adapt to a distribution of strategies. Also, the four modelled environments are idealised, but show some stylised facts similar to the data. As the true preferences of the families are unknown, we assumed a distribution of multiplicative utility functions. With more realistic preference structures, other types of equilibrium strategies might emerge.

We conducted several computational experiments to compare the policies based on the deferred-acceptance algorithm for kindergarten allocation in Harku. Since the mechanism in strategy-proof, we can assume truthful behaviour by the agents and we do not have to model their behaviour. First and foremost, we compared the allocations to the actual reported
preferences of the families. However, these might be misreported due to vulnerabilities in the mechanism or might change from year-to-year. In addition, we were interested in understanding how robust the policy designs are to changes in preferences. Due to these two aspects, we built a family utility function based on siblings in and the driving distance to kindergartens. Having varying degrees of utility for allocation to a nearby kindergarten or to one with a sibling, we ran the experiments using existing data. We found that the degrees of utility for siblings and distance can have a significant effect on allocation for some policies.

While we assumed that the preferences of families are based on sibling allocation and distance from home, there might be other factors that influence the utility of a particular kindergarten that are currently unobserved. Another simplification was to assume that families would prefer to be matched to any of the available kindergartens, rather than to be unmatched. That is to say they did not have an outside option. Also, as we observed in the 2016 allocation, families tend to rank all alternatives. However, some later declined a position, clearly indicating some outside option. As families and local municipalities learn how the mechanism works, it would make sense not to rank all the alternatives. This in turn might require a re-evaluation of the policies. Additionally, some kindergartens hold back positions to be allocated later and this has an effect on the stability of the outcome. This is hopefully also remedied by learning from experience by kindergartens, as was the case with schools in the New York High School matching (Roth, 2015).

### 5.2 Answers to the research questions

Claim A stated that in an uncoordinated and decentralised market, the behaviour of the agents is the key determinant of the matching properties - size and rank. We aimed to show that a decentralised market is significantly worse in terms of assigned agents and assigned rank than a deferred-acceptance based centralised matching.

The results showed that the noisy behaviour in a decentralised is often better on aggregate, resulting in fewer unassigned agents and a higher median rank compared to other decentralised models. Nevertheless, the results using a centralised deferred-acceptance based clearing-house would almost always assign more agents and to a higher ranked alternative. In extreme situations with highly correlated preferences, a decentralised model would have a higher median rank, but at a cost to the stability of the market. A key determinant of both decentralised and centralised is the state of market thickness. A decentralised market seems to benefit, in terms of median rank, the agents of the larger side, thus explains why in some situation centralised matching is hard to implement.

Claim B stated that merely centralising the allocation process is insufficient. We aim to show that the centralised Tallinn school choice mechanism design incentivises agents to report insincerely. In addition these behaviour results in a less preferred match for some agents, while benefitting other agents compared to an optimal allocation.

We investigated the Tallinn school choice mechanism and discovered that with some utility functions, agents are better off only reporting one or two schools. Although often these choices should be the top preferences for the families, it is not immediately clear if it should be only the first, second or third or some combination of three. In a less competitive environment, it would be optimal to report just the most preferred school. However, if the environment is more competitive, reporting schools from the very end of the preference lists would be the best option, depending on the utility functions, as well as the risk a family is willing to take. The observations from empirical data show that about $75 \%$ of families only report one school, which is a good strategy in the case of there is significantly utility in highly ranked schools.

Claim C stated that even with a mechanism wherein agents are motivated to report truthfully and are guaranteed an optimal match, the allocation properties are sensitive to policy implementation and to changes in the structure of family preferences. The policy of matching children to a nearby kindergarten can be implemented either by absolute or relative distance. The comparative allocated rank is significantly different depending on which of the two is used.

We experimented with several policy designs for allocating children to kindergartens in Harku. The policies were based on two essential metrics: the distance between home and kindergarten and the placement of any siblings in the same kindergarten. With the current preferences, we found that the main difference in allocation is determined by using a lottery or a deterministic policy. When evaluating with counter-factual preferences, we found that when preferences are close to random, families do not necessarily prefer nearby kindergartens. Thus, a policy using relative distance as a priority creates adverse competition, so eventually most families are allocated to less preferred kindergartens than with a policy with absolute geographic distance as a priority. Moreover, we observed trade-offs in policy design. Policies with randomised lotteries gave more families a chance to obtain a place in their most preferred kindergarten, while those kindergartens were on average further away from home and often a less preferre alternative. Deterministic policies minimised the average distance and average matched rank, but many families were unfairly treated due to their location. A policy design using relative distance can be fair for some preference profiles,
on average with minimal distance and matched to a high-ranking alternative. However, this policy becomes less desirable when families preferences are more random. Thus, we showed that the aggregate properties of the matching are determined by policy design and not all criteria can always be optimised. Details matter in selecting the sweet-spot of trade-offs.

### 5.3 Contributions

The main contributions of this thesis:

1. We proposed a simple zero-intelligence behavioural model for decentralised two-sided matching markets, which reproduce some wellknown stylised fact from labour markets
2. We quantified several loss metrics in decentralised two-sided matching markets compared to a fully centralised model. The metrics included the probability of having a stable match, the probability of being unassigned and the median rank achieved in the market. The main aspects investigated are the thickness of the market as well as the structure of preferences in terms of the available alternatives and correlation among alternatives.
3. We specified the mechanism used in school choice in Tallinn and showed that it might be beneficial for families to manipulate their revealed preferences. Furthermore, we demonstrated the effective reporting strategies in this centralised admission procedure, assuming that all agents behave strategically. We further observed similar behaviour by the families in the Tallinn primary school allocation data compared to the behaviours in our experiments.
4. We showed that the Tallinn school choice mechanism might increase the expected utility of families with only a few preferences compared to widely used and strategy-proof deferred-acceptance mechanism.
5. We proposed seven alternatives for re-designing kindergarten allocation in the municipality of Harku. We compared the allocation criteria in terms of efficiency and fairness.
6. We proposed an approach based on counter-factual preference estimation for comparing the alternatives.

### 5.4 Further research

The experiments regarding the proposed decentralised model are the first of their kind and provide a simple and robust benchmark model. These models could easily be extended to include dynamics, e.g. a process of agents
entering and leaving the market, and/or adapting to market conditions based on feedback signals. Also, the market composition was very simple for these experiments. A more diverse mix of behavioural strategies might have a significant effect on the outcome, dynamics and convergence.

The policy space in the kindergarten allocation experiments was relatively strict, just seven alternatives. It would be interesting to have a larger policy space from where to search for policies that would satisfy some social goals. Much of the research on matching mechanism design treats policy criteria as given, but it is unclear how the criteria affect the goal. Is the matching reasonably close to minimal distance? Policy makers usually have these social goals in mind rather than specific criteria. It seems to be worthwhile to consider the criteria and goals together for a better optimisation of the policy goals.

The growing sharing economy could be seen as a significant application of research in decentralised matching markets. Currently, the most researched issue is pricing (e.g. Choudary et al., 2016; Evans and Schmalensee, 2016) for attracting supply and demand to the app-based marketplace. Once the marketplace is established, designing the matching criteria becomes more relevant. These marketplaces seek to maximise revenue, and we observed that this goal might sometimes conflict with efficiency maximisation, as sometimes the goods are not allocated. Similar issues are likely to arise when matching apartments to tenants or taxis to passengers, as participants have specific preferences and the allocated goods cannot be considered a commodity. Roth (2015) already observes some aspects of matching markets to be relevant in designing the allocation practices in these new electronic marketplaces.
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#### Abstract

This paper analyses the territory fair division, problem initially posed by Hugo Steinhaus [1], by studying the solutions given by different algorithms on a large generated set of inputs for two players. Main algorithm used is Adjusted Winner, developed by S. Brams and A. Taylor [2]. We compare it to combinatorial enumeration and some algorithms proposed for experimentation by authors. Additionally we define measures to characterize the initial task and game theoretic measures to select the best solution. Moreover we extend the problem by allowing uncertainties in the players' value representation of items to be divided, based on the example of territorial division. For uncertainty management we use the belief system from Dempster-Shafer Theory [3].
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## Introduction

Division problem is a more general task of the well known partitioning problem. Several different techniques have been developed to provide a fair division of goods or a single homogeneous good (e.g. cake). In general there are two classes of techniques: turn based information sharing and decision making; or providing full information to a mediator who then proposes a solution. In this paper we concentrate on the later type of algorithms, where we have all the information available from all players.

At first it may seem that a fair division is unreachable, because each player has their own subjective opinion about the goods being distributed. Ultimately just because of those subjective estimations, a fair division is possible. Unfortunately most of the world relies on experts' objective opinions and not on their own attitudes.

Initially this problem was described by Steinhaus [1], [4] as the problem of fair division. In his example two heirs have a territory to divide and both expect to get half of it. In Steinhaus' solution they both draw a vertical dividing line that would split the territory into two subjectively equal parts [1] (Figure 1). At first both players receive a piece of the territory they value more per area unit. In our example $I_{1}$ would be attributed to bidder $B$ and $I_{3}$ to $A$. The remaining piece, $I_{2}$, can be divided similarly or split randomly, since each of the players has already gained a half.

[^9]

Figure 1. Division
To characterize fitness of a fair distribution, we use three measures proposed by Brams and Taylor [2]: envy, equality and efficiency. Envy shows how much a participant desires some one else's gains. Efficiency illustrates the final results of all players. A division is efficient when every participant got at least what he bargained for - with two player half of his initial values. Equality shows similarity in each participant's total gain. We will give a formal definition of these measures later in the paper. In order for the division to be fair it has to be as envy-free, efficient and equal as possible. There are cases where these measures contradict each-other and one can not drive all of them to the maximum. We also look how to fuse these three measures and use a single measure to evaluate the result such as Nash's Bargaining Solution.


Figure 2. Conflicting division
In our paper we also add a level of generalization to the fair division problematique, based on an example of territory division. Instead of having non-crossing division lines as in Figure 1 we introduce crossing lines as on Figure 2. Hence we get a total of four items to be divided, but valuations only for item sets of two. This means we have some level of uncertainty. While we know how participants value part of their division, we don't know how it translates to each of the four individual sections as depicted on Figure 2.

## 1. More Formal Description of the Problem

We have a set $S$ of $n$ bidders $S_{1}, \ldots, S_{n}$ and a set $I$ of $m$ items $I_{1}, \ldots, I_{m}$. Each bidder has a real-valued valuation function $v_{i}$ that for each item $I_{j} \in I$ gives the value $v_{i}\left(I_{j}\right)$ that bidder $S_{i}$ obtains if he receives $I_{j}$. A division of items among the bidders is a matching mutually exclusive subsets of items to bidders. For every bidder $S_{i}, S_{j}$ where $i \neq j$ $D_{i}, D_{j} \subseteq I$ is an allocation such that $D_{i} \cap D_{j}=\emptyset$. For all bidders $\bigcup_{S_{i} \in S} D_{i}=I$. The total utility obtained is defined by $\sum_{S_{i} \in S} v_{i}\left(D_{i}\right)$.

As already mentioned, the problem of fair division is similar to the known NPC problem of partitioning, where items of different value need to be partitioned into $n$

Table 1. Valuations

| $v$ | $I_{1}$ | $I_{2}$ | $I_{3}$ |
| :---: | :---: | :---: | :---: |
| $v_{A}$ | 0.44 | 0.6 | 0.50 |
| $v_{B}$ | 0.50 | 0.5 | 0.45 |

distinct sets, all with equal total value. In fair division case, each bidder can be considered as a partition. And for each bidder $S_{i} \in S$ the value functions are the same, meaning that for any $i, j$ and $l$ the $v_{i}\left(I_{l}\right)=v_{j}\left(I_{l}\right)$. Often total equality between partitions is not achievable then we need to use a measure of fitness - equality between partitions. Having $m$ items to be partitioned into two sets $D_{1}$ and $D_{2}$, the goal is to minimize the difference

$$
\begin{equation*}
\operatorname{Equality}\left(D_{1}, D_{2}\right)=\left|\sum_{I_{i} \in D_{1}} v_{1}\left(I_{i}\right)-\sum_{I_{i} \in D_{2}} v_{2}\left(I_{i}\right)\right| \tag{1}
\end{equation*}
$$

For example having items with values $\{1,2,3\}$ then these can be easily divided into two sets of equal value $\{1,2\}$ and $\{3\}$. The simplest algorithm to solve this task is Algorithm 1.1. Start from the largest element, assign it to a set, then second largest element to the set with a lower value, until there are no more items left. Partitioning problem can be generalized by adding some degrees of freedom. For example in fair division we have to take into account differences of opinion, i.e. the same item can have different values depending on the set they are assigned to $-A$ or $B$. For simplicity, in the rest of the paper we will look at a problem with two bidders denoted $A=S_{A}$ or $B=S_{B}$.

## Algorithm 1.1: MFP( $I$ )

[Initialize] $A, B \leftarrow\{ \}$
while not empty $I$
do $\left\{\begin{array}{l}{[\text { Find maximum }] \max \left\{v\left(I_{1}\right), \ldots, v\left(I_{m}\right)\right\}, \text { and } I_{l} \text { is the maximal }} \\ {[\text { Select lower value set }] \text { if } \operatorname{Total}(v(A))<=\operatorname{Total}(v(B))} \\ \text { then } A[\text { elements }+1] \leftarrow I_{l} \\ \text { else } B[\text { elements }+1] \leftarrow I_{l}\end{array}\right.$
return $(A, B)$

Let us take an example of fair division as presented on Figure 1. Assume that $A$ and $B$ have the value functions for items $\left\{I_{1}, I_{2}, I_{3}\right\}$ as in Table 1 . The valuations are normalized so that for both $A$ and $B$ the total value would be 1 . A good algorithm to solve this has been developed by Brams and Taylor [2], called Adjusted Winner (Algorithm 1.2), which has some similarities with Algorithm 1.1. In the first round the main goal is to return maximal efficiency by assigning each item to the highest bidder. In the second, adjustment step the result is equalized by giving most similarly valued items to the worst-off player. The algorithm tries to optimize all three criteria mentioned above.


Figure 3. Valuations
Alternatively we may aim for highest utility as in Algorithm 1.3, which, as we shall see later, will in some cases yield a better result.

```
Algorithm 1.2: AWT(I)
[Initialize] \(A, B \leftarrow\{ \}, m \leftarrow|I|, v \leftarrow 0\)
for \(i \leftarrow 1\) to \(m\)
    do \(\left\{\begin{array}{l}{[\text { Select largest and add }]} \\ \text { if } v_{A}\left(I_{i}\right)>v_{B}\left(I_{i}\right) \\ \text { then } A[\text { elements }+1] \leftarrow I_{i} \\ \text { else } B[\text { elements }+1] \leftarrow I_{i}\end{array}\right.\)
[Adjust A and B to be equal valued] if \(\operatorname{Total}\left(v_{A}(A)\right)>\operatorname{Total}\left(v_{B}(B)\right)\)
    then repeat
    \(\left\{\begin{aligned} \text { for } i \leftarrow 1 \text { to } n \\ \text { do }\left\{\begin{array}{c}c \leftarrow 2 /\left(v_{A}\left(I_{i}\right) / v_{B}\left(I_{i}\right)\right) \\ {\left[\begin{array}{c}\text { Select best] if } v<c \\ \text { then } v \leftarrow c, s \leftarrow i\end{array}\right.} \\ B[\text { elements }+1]=I_{s}\end{array}\right.\end{aligned}\right.\)
until \(\operatorname{Total}\left(v_{A}(A)\right)<=\operatorname{Total}\left(v_{B}(B)\right)\)
    else if \(\operatorname{Total}\left(v_{A}(A)\right)<\operatorname{Total}\left(v_{B}(B)\right)\)
    then [Exchange] \(A \leftrightarrow B\), ancontinueatstep[Adjust]
return \((A, B)\)
```


## Algorithm 1.3: MFT( $I$ )

$$
\begin{aligned}
& \text { [Initialize] } A, B \leftarrow\{ \}, J \leftarrow\left\{I_{i}\left|i=\{1, \ldots, m\},\left|I_{i}\right|=1\right\}, o \leftarrow|J|\right. \\
& \text { for } i \leftarrow 1 \text { to } o \\
& \text { do }\left\{\begin{array}{c}
{[\text { Select largest and add }] \text { if } v_{A}\left(J_{i}\right)>v_{B}\left(J_{i}\right)} \\
\text { then } A[\text { elements }+1] \leftarrow J_{i} \\
\text { else } B[\text { elements }+1] \leftarrow J_{i}
\end{array}\right. \\
& \text { return }(A, B)
\end{aligned}
$$

Let's look at the case where participant's valuations are uncertain, example on Figure 3. We have values for player $A$, with the value function $v_{A}\left(\left\{I_{1}, I_{2}\right\}\right)=v_{A}\left(I_{1} \cup I_{2}\right)=$
0.5 and for individual items $v_{A}\left(\left\{I_{1}\right\}\right)=0.42$ and $v_{A}\left(\left\{I_{2}\right\}\right)=0.6$. The leftover value $v_{A}\left(I_{1} \cap I_{2}\right)=v_{A}\left(\left\{I_{1}, I_{2}\right\}\right)-v_{A}\left(\left\{I_{1}\right\}\right)-v_{A}\left(\left\{I_{2}\right\}\right)=0.5-0.42-0.06=0.02$ is the value that comes from owning both of these items together. In other words, it is the value of the connection between those two items. In Dempster-Shafer Theory (henceforth DST) [3] we have upper and lower bound values for all items. Going forward, we describe briefly the necessary part of DST [3]. On a valuation lattice (Figure 3) there are at least three ways of looking at each item set:

1. Total value of items which an item contains - belief
2. Total value of items in which an item is part of - plausibility
3. Total value of items in which an item is not part of and does not contain itself doubt

The base values for each item or set of items is called mass or basic probability assignment [3] and is the value only for that particular item. The mass values for all item sets in the power set add up to 1 and value of an empty set is 0 . Meaning that for single items the mass is the value of that item and in larger item sets the value of the connection (intersection). In our example (Figure 3) the mass $m_{A}\left(I_{1}, I_{2}\right)=v_{A}\left(I_{1} \cup\right.$ $\left.I_{2}\right)=0.02$ and the belief value $b_{A}\left(I_{1}, I_{2}\right)=v_{A}\left(I_{1}, I_{2}\right)=0.5$. The belief function from DST corresponds to our idea of a value function so that $b_{A}\left(I_{i}\right)=v_{A}\left(I_{i}\right)$. Here $\sum_{I_{i} \in I} m_{A}\left(I_{i}\right)=1$, whereas $\sum_{I_{i} \in I} v_{A}\left(I_{i}\right)>=1$. The definitions for item set value functions are given below.

Definition 1. Belief is a sum of masses from all the sets where observed element $I_{i}$ is a part of or in other words a lower bound for an item set A that contains the certain knowledge about the item set. On Figure 4 we have belief for $I_{6}=\left\{I_{2}, I_{3}\right\}$ presented with gray background.

$$
\begin{equation*}
\operatorname{Belief}\left(I_{i}\right)=b\left(I_{i}\right)=\sum_{I_{j} \subset I_{i}} v\left(I_{j}\right) \tag{2}
\end{equation*}
$$

Definition 2. Plausibility is a sum of masses from all the item sets where the union with the observed element $I_{i}$ is not an empty set or in other words an upper bound for a set $I_{i}$ that $I_{i}$ would have if it got assigned all the uncertain values. On Figure 5 there is plausibility for $I_{1}$ with a gray background.

$$
\begin{equation*}
\operatorname{Plausibility}\left(I_{i}\right)=p\left(I_{i}\right)=\sum_{I_{j} \cap I_{i} \neq \emptyset} v\left(I_{j}\right) \tag{3}
\end{equation*}
$$

Definition 3. Doubt is a sum of masses from all the item sets where the union with the observer element $I_{i}$ is an empty set or value that $I_{i}$ can never have even if it got assigned all the uncertain values. On Figure 4 there is doubt for $I_{1}$ presented with a gray background.

$$
\begin{equation*}
\operatorname{Doubt}\left(I_{i}\right)=d\left(I_{i}\right)=\sum_{I_{j} \cap I_{i}=\emptyset} v\left(I_{j}\right) \tag{4}
\end{equation*}
$$



Figure 4. Belief $I_{6}$, Doubt $I_{1}$


Figure 5. Plausibility $I_{1}$

## 2. Measuring Solutions and Tasks

With each additional degree of freedom there are more possibilities to evaluate the fitness of a solution. On the simple partitioning task there is a measure of equality between sets. As the number of partitions grows, new measures come up such as a total difference of values in pairwise comparison etc.

A fair division is usually described by three measures according to Brams and Taylor [2]: efficiency, envy and equality and we also use total product. The latter is also used by Nguyen and Kreinovich [5] and is known in the game theory as Nash's Bargaining Solution [6].

Definition 4. (Pareto) Efficiency is the total value of the solution. This is actually a condition where no player can be made better off by making someone else worse off. But if an item can change owners and create more value from that, the initial owner can be compensated by some uniform measure - e.g. money.

$$
\begin{equation*}
\text { Efficiency }(A, B)=e f(A, B)=\sum_{I_{i} \in A} m_{A}\left(I_{i}\right)+\sum_{I_{i} \in B} m_{B}\left(I_{i}\right) \tag{5}
\end{equation*}
$$

Definition 5. Envy is the amount by which in one player's valuations other players result was larger than his. The total envy is the total sum on pairwise comparisons and consists of two parts:

$$
\begin{align*}
& \operatorname{Envy}(A, B)=e n(A, B)=\max \left(\left(\sum_{I_{i} \in B} m_{A}\left(I_{i}\right)-\sum_{I_{i} \in A} m_{A}\left(I_{i}\right)\right), 0\right)  \tag{6}\\
& \operatorname{Envy}(B, A)=e n(B, A)=\max \left(\left(\sum_{I_{i} \in A} m_{B}\left(I_{i}\right)-\sum_{I_{i} \in B} m_{B}\left(I_{i}\right)\right), 0\right) \tag{7}
\end{align*}
$$

$$
\begin{equation*}
\operatorname{TotalEnvy}(A, B)=\operatorname{Envy}(A, B)+\operatorname{Envy}(B, A) \tag{8}
\end{equation*}
$$

Definition 6. Equality is the amount by which end results differ for each player and is calculated as a sum of pairwise differences

$$
\begin{equation*}
\operatorname{Equality}(A, B)=e q(A, B)=\left|\sum_{I_{i} \in A} m_{A}\left(I_{i}\right)-\sum_{I_{i} \in B} m_{B}\left(I_{i}\right)\right| \tag{9}
\end{equation*}
$$

Definition 7. Product is the total product of all players end results

$$
\begin{equation*}
\operatorname{Product}(A, B)=\operatorname{pr}(A, B)=\sum_{I_{i} \in A} m_{A}\left(I_{i}\right) \cdot \sum_{I_{i} \in B} m_{B}\left(I_{i}\right) \tag{10}
\end{equation*}
$$

Envy and equality are somewhat similar. In partitioning task we have equality as our measure of fitness. Since each subset of items has now different values based on every players individual preferences, we also need the envy measure to assess fitness from all players viewpoints.

Efficiency is a new kind of measure. With simple partitioning this measure is equal to the total value of items and is always the same, regardless of the actual solution. In fair division, since the total values of partitioned subsets are different in each solution, it is important to make sure that we would get the maximum possible total value.

Similarly measuring the goodness of a solution, there are measures to characterize the initial players valuations. We will use these to generalize the input in order to create a relationship with the output.

Definition 8. Conflict is defined as a conflict measure in the DST [3]

$$
\begin{equation*}
\operatorname{Conflict}(A, B)=c(A, B)=1-\sum_{i=1}^{n} \sum_{j=i, I_{i} \cap I_{j}=\emptyset}^{n} m_{A}\left(I_{i}\right) \cdot m_{B}\left(I_{j}\right) \tag{11}
\end{equation*}
$$

Definition 9. Difference is a pairwise difference in participants' valuations. This is recommended by authors and as we see later it has a good correlation with the solution.

$$
\begin{equation*}
\text { Difference }(A, B)=d(A, B)=\frac{\sum_{i=1}^{n}\left|v_{A}\left(I_{i}\right)-v_{B}\left(I_{i}\right)\right|}{2} \tag{12}
\end{equation*}
$$

Difference describes the total difference in players' value functions. Looking at the Algorithm 1.2, the more different the players' value functions are, the more efficient the solution should be. In extreme cases where valuations are completely opposite, the resulting gain would be double of that the players initially subjectively expected.

Definition 10. Uncertainty is an amount of uncertainty in the valuations as total sum of mass on item sets with greater volume than 2 .

$$
\begin{equation*}
\operatorname{Uncertainty}()=\operatorname{un}()=\sum_{i=1,\left|I_{i}\right|>1}^{n} m_{A}\left(I_{i}\right)+m_{B}\left(I_{i}\right) \tag{13}
\end{equation*}
$$

In Table 2 we have presented an example calculation of definitions given above. It is based on problem from Table 1 where the result is for $A=\left\{I_{1}\right\}$ and for $B=\left\{I_{2}, I_{3}\right\}$.

Table 2. Example calculations

|  | Player A |
| :---: | :---: |
| Player B |  |
| Result | $0.50,0.6$ |
| Efficiency | $0.6+0.50+0.50=1.06$ |
| Envy | $0.67-(0.27+0.6)=0.34$ |
| Equality | $0.61+0.5-0.34=0.33$ |
| Product | $0.56 \cdot 0.50 .05=0.01$ |
| Conflict | $1-0.44 \cdot 0.05-0.44 \cdot 0.45-0.06 \cdot 0.5-$ |
| Difference | $\frac{1}{2} \cdot(\|0.44-0.50\|+\|0.6-0.5\|+\|0.50-0.45\|)=0.06$ |
| Uncertainty | 0.0 |

## 3. Algorithms Modifications for Uncertainty

So far we have examined two algorithms for fair division: Maximal First and Adjusted Winner for two bidders. As a next step we need to figure out how to handle uncertain valuations in these algorithms. In authors' views handling uncertainty could be done in at least two ways.

1. Using different value functions from DST to determine a value for item comparison, e.g. belief or plausibility
2. Start the division process with different volumes sets of items, e.g. on the second level of the valuation lattice where all item sets have a cardinality of two. Without uncertainty, all item sets have a cardinality of one.

In the paper we will explore only the first. More precisely we shall compare results from three algorithms.

1. Enumerating all possible combinations (Algorithm CT and Algorithm C)
2. 2-step Adjusted Winner (Algorithm AWT and Algorithm AW)
3. Maximal valued First (Algorithm MFT and Algorithm MFL)

In other words, all algorithms will be used in two models.

1. Model with uncertainty (Algorithms C, AW and MFL)
2. Model without uncertainty (Algorithms CT, AWT and MFT)

Algorithms AW (Algorithm 3.1) and MFL (Algorithm 3.2) are modifications of their certain world counterparts AWT (Algorithm 1.2) and MFT (Algorithm 1.3). With AW we still loop only over single items, but when comparing the item sets we use the plausibility function. We also add a step to check if we can add some item sets already covered by single items. In generalizing MFT to MFL we use the belief measure, not just mass, but
again we loop through single items and add larger item sets at the final stage.

```
Algorithm 3.1: AW(I)
[Initialize] \(A, B \leftarrow, J \leftarrow\left\{I_{i}\left|i=\{1, \ldots, m\},\left|I_{i}\right|=1\right\}, o \leftarrow|J|\right.\)
for \(i \leftarrow 1\) to \(o\)
    do \(\left\{\begin{array}{l}{[\text { Select largest and add }] \text { if } p_{A}\left(J_{i}\right)>p_{B}\left(J_{i}\right)} \\ \text { then } A[\text { elements }+1] \leftarrow J_{i} \\ \text { else } A[\text { elements }+1] \leftarrow J_{i}\end{array}\right.\)
[Adjust] \(v \leftarrow 0\)
if \(\operatorname{Total}\left(v_{A}(A)\right)>\operatorname{Total}\left(v_{B}(B)\right)\)
    then repeat
    (for \(i \leftarrow 1\) to \(o\)
    \(\left\{\begin{array}{l}\text { do }\left\{\begin{array}{l}a \leftarrow b_{A}\left(J_{i}\right) b \leftarrow b_{B}\left(J_{i}\right) c \leftarrow 2 /(a / b) \\ {\left[\begin{array}{l}\text { Keep best matching item] if } v<c \\ \text { then } v \leftarrow c, s \leftarrow i\end{array}\right.} \\ A[i] \leftarrow \text { nil, } B[i]=J_{i}\end{array}\right.\end{array}\right.\)
until \(\operatorname{Total}\left(v_{A}(A)\right)<=\operatorname{Total}\left(v_{B}(B)\right)\)
    else if \(\operatorname{Total}\left(v_{A}(A)\right)<\operatorname{Total}\left(v_{B}(B)\right)\)
    then [Exchange] \(A \leftrightarrow B\), and continue at step[Adjust]
\(K \leftarrow\left\{I_{i}\left|i=\{1, \ldots, m\},\left|I_{i}\right|>1\right\}, q \leftarrow|J|\right.\)
for \(i \leftarrow 1\) to \(q\)
    do \(\left\{\begin{array}{l}\text { if } K_{i} \subset A \\ \text { then } A[\text { elements }+1] \leftarrow K_{i} \\ \text { else if } K_{i} \subset B \\ \text { then } B[\text { elements }+1] \leftarrow K_{i}\end{array}\right.\)
return \((A, B)\)
```


## Algorithm 3.2: MFL( $I$ )

```
[Initialize] \(A, B \leftarrow, J \leftarrow\left\{I_{i}\left|i=\{1, \ldots, m\},\left|I_{i}\right|=1\right\}, o \leftarrow|J|\right.\)
for \(i \leftarrow 1\) to \(o\)
    do \(\left\{\begin{array}{l}{[\text { Select largest and add }] \text { if } b_{A}\left(J_{i}\right)>b_{B}\left(J_{i}\right)} \\ \text { then } A[\text { elements }+1] \leftarrow I_{i} \\ \text { else } B[\text { elements }+1] \leftarrow I_{i}\end{array}\right.\)
\(K \leftarrow\left\{I_{i}\left|i=\{1, \ldots, m\},\left|I_{i}\right|>1\right\}, q \leftarrow|J|\right.\)
for \(i \leftarrow 1\) to \(q\)
    do \(\left\{\begin{array}{l}\text { if } K_{i} \subset A \\ \text { then } A[\text { elements }+1] \leftarrow K_{i} \\ \text { else if } K_{i} \subset B \\ \text { then } B[\text { elements }+1] \leftarrow K_{i}\end{array}\right.\)
return \((A, B)\)
```

Table 3. Valuation example

|  | $I_{1}$ | $I_{2}$ | $I_{3}$ | $I_{4}$ | $I_{1}, I_{2}$ | $I_{3}, I_{4}$ | $I_{1}, I_{3}$ | $I_{2}, I_{4}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Player A | 0 | 0 | 0 | 0 | 0.5 | 0.5 | 0 | 0 |
| Player B | 0 | 0 | 0 | 0 | 0 | 0 | 0.5 | 0.5 |

## Algorithm 3.3: $\mathrm{C} / \mathrm{CT}(I)$

[Initialize] $l \leftarrow 0, A, B \leftarrow\{ \}$
repeat
$\left\{\begin{array}{l}A \leftarrow C o m b i n a t i o n o f I t e m s(I) \\ B \leftarrow I-A \\ \end{array}\right.$
[Compare the new solution with the current solution] if $\operatorname{pr}(A, B)>l$
then $l \leftarrow p r(A, B)$
[All combinations tested]
until OutOfCombinations()
return $(A, B)$

## 4. Algorithm Comparison Setup

To compare the results for the algorithms we look at a large set of generated inputs, basically taking assumptions for both player on their values for single items ( $I_{1}, I_{2}, I_{3}$ and $I_{4}$ ). Our goal is to look at many different settings. Some of them have uncertainty, some of them are closely valued and some are very different. To make sure we have all the possible settings we generate a full set of combinations. Since $v_{A}\left(\left\{I_{1}, I_{2}\right\}\right)=$ $v_{A}\left(\left\{I_{3}, I_{4}\right\}\right)=0.5$ will hold and respectively $v_{B}\left(\left\{I_{1}, I_{3}\right\}\right)=v_{B}\left(\left\{I_{2}, I_{4}\right\}\right)=0.5$. If we know that $v_{A}\left(I_{1}\right)=0.1$ then we also know that $v_{A}\left(I_{2}\right)$ can be at most 0.4$)$. Meaning that for the valued item set $H=\left\{H_{1}, H_{2}\right\}$ we have $6+5+4+3+2+1=21$ ways to share the $v_{A}(H)=0.5$ between the individual items $H_{1}$ and $H_{2}$. Since there are two such item sets for both players, we get $21^{2 * 2}=194481$ examples. We don't need examine all the examples. To reduce the amount of computation we skip mirrored valuations, such that $v_{B_{2}}\left(I_{1}\right)=v_{A_{1}}\left(I_{1}\right), v_{B_{2}}\left(I_{3}\right)=v_{A_{1}}\left(I_{2}\right), v_{B_{2}}\left(I_{2}\right)=v_{A_{1}}\left(I_{3}\right), v_{B_{2}}\left(I_{4}\right)=v_{A_{1}}\left(I_{4}\right)$, $v_{A_{2}}\left(I_{1}\right)=v_{B_{1}}\left(I_{1}\right), v_{A_{2}}\left(I_{2}\right)=v_{B_{1}}\left(I_{3}\right), v_{A_{2}}\left(I_{3}\right)=v_{B_{1}}\left(I_{2}\right)$ and $v_{A_{2}}\left(I_{4}\right)=v_{B_{1}}\left(I_{4}\right)$. Assuming that Player A is $A_{1}$ and $A_{2}$ from example 1 and example 2 respectively and $B_{1}$ and $B_{2}$ Player B. This leaves us with 97461 examples.

1. Table 3 example has high uncertainty and high conflict.
2. Table 4 example has no uncertainty, has high conflict and high difference.
3. Table 5 has some conflict, some uncertainty and by our definition no difference.

Additionally to compare algorithms that can't handle uncertainty, we need to transform the input. For this we use the plausibility measure. For all single items we calculate their plausibility and then normalize that to add up to 1 . This calculation basically distributes the uncertainty uniformly between the items.

Table 4. Valuation example

|  | $I_{1}$ | $I_{2}$ | $I_{3}$ | $I_{4}$ | $I_{1}, I_{2}$ | $I_{3}, I_{4}$ | $I_{1}, I_{3}$ | $I_{2}, I_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Player A | 0.5 | 0 | 0.5 | 0 | 0 | 0 | 0 | 0 |
| Player B | 0 | 0.5 | 0 | 0.5 | 0 | 0 | 0 | 0 |

Table 5. Valuation example

|  | $I_{1}$ | $I_{2}$ | $I_{3}$ | $I_{4}$ | $I_{1}, I_{2}$ | $I_{3}, I_{4}$ | $I_{1}, I_{3}$ | $I_{2}, I_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Player A 0.2 0.2 0.2 0.2 0.1 0.1 <br> Player B 0.2 0.2 0.2 0.2 0 0 | 0.1 | 0 |  |  |  |  |  |  |

Table 6. Correlations

|  | Efficiency | Envy | Inequality | Product |
| :--- | :--- | :--- | :--- | :--- |
| Efficiency | 1 |  |  |  |
| Envy | -0.21 | 1 |  |  |
| Inequality | 0.18 | 0.80 | 1 |  |
| Product | 0.65 | -0.76 | -0.59 | 1 |

## 5. Assessing Metrics

Based on the metrics presented, which would be the best to maximize? We have presented Envy, Efficiency, Equality and Nash's Bargaining Solution. In Brams and Taylor [2] Adjusted Winner algorithm efficiency is preferred to reach at least 1 and after that the aim is to equalize the solution. In general we wish to go in all directions at once: minimize envy, maximize efficiency and equality. It appears that Nash's Bargaining Solution does just that.

On Figure 6 we can see the relation between all the four metrics. These values have been generated from all possible solutions (16) to our set of 97461 examples using Algorithm 3.3. This results in total about 1.6 million cases. In a rough summary the relationships between the metrics are (based on Figure 6):

1. Product has a good correlation with Efficiency (Table 6)
2. The highest Product is almost always with low Envy. There are always tasks where Envy is unavoidable, the extreme case being the example in Table 3 in the previous section
3. With a higher inequality the product approaches 0 , as can be seen from the chart (Figure 6) starting from bottom left and moving to upper right
Since all the correlations with the product are in the right direction (Table 6) as stated: maximizing efficiency and equality and minimizing envy and all correlation coefficients with Nash's Bargaining Solution are above 0.5 which makes it a good metric to assess the fitness of our solutions. Moreover there is more justification on using the Nash's Bargaining solution in [6] and [7].


Figure 6. Solution metrics

## 6. Initial Results

Solving tasks in the model without uncertainty, the resulting solution is usually well predicted by the initial difference of opinions between the players. The greater the difference the better the result will be as on Figure 7.

As expected, adding uncertainty creates additional level of complexity. The differences of opinion don't have such strong impact on the result as before. On Figure 8 we see that the difference itself does not give as good an explanation as before. Difference still has a similar direction as in the model without uncertainty, the best result is achieved only with the biggest difference, but not the other way around i.e. larger difference does not guarantee a better solution. Moreover from Figure 8 we see that there is no definite impact by uncertainty and conflict either. Although there is visible direction with uncertainty, i.e. the greater uncertainty implies lower product value, but with decreasing uncertainty the variability of the Nash's Bargaining Solution increases.

Next let us compare results from different algorithms, with (Figure 10) and without (Figure 9) uncertainty. On the certain world (Figure 9) we see that all the algorithms produce quite similar results. Most of the results from algorithms AWT and MFT produce results quite near to the ideal, both have some deviation from CT, but not very much. In general there is room for improvement for both algorithms, although AWT manages always to beat MFT.

Adding uncertainty to algorithms the best algorithm is not that obvious anymore. When comparing algorithms AW and MFL it is visible on Figure 10 that MFL is in some


Figure 7. Difference without Uncertainty


Figure 8. Difference with Uncertainty
cases able to achieve better results than AW. This means that second stage in Algorithm AW, adjustment for equality, has some negative impact on other metrics in terms of Nash's Bargaining Solution. This is definitely one of the places to start creating an even better algorithm.


Figure 9. Results without Uncertainty


Figure 10. Results with Uncertainty

## 7. Conclusion

It has been confirmed once more that Nash's Bargaining Solution contains all the necessary properties of the bargaining game. While maximizing utility value it also tries to balance mutual equality and minimize envy. It is also important to understand the limita-
tion we have here; we just have looked at a limited, but a large set of examples. It might be that examples included here belong to a separate class of behavior.

Looking at the various charts it is apparent that the quality of the solution is determined by initial limits we have set on item values as seen on Figure 10. Having certain valuation it is clear that the outcome is defined by the initial differences in players valuations. Although in the case of uncertainty the determination is not that clear. But in general, as would be expected by intuition, adding uncertainty also degrades the possible solution. Uncertainties impact on the solutions for more complex problems (three and more players) remains to be investigated. What would be an efficient algorithm in that case?

Moreover the setup of our test environment is quite limited. Currently we have only tested the case of two participants, who had four items to share. Making the task more complex can reveal new insights on the algorithms. Next steps on the test settings should be:

1. Expanding the task for 3 and more participants
2. Expanding the item space and therefore the valuation lattice will be more complex
3. Extending the initial task beyond the territory division to allow more freedom, i.e. item set values between $[0 ; 1]$
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#### Abstract

We simulate a model of a decentralized and a centralised two-sided matching market in order to compare the efficiency of the two mechanisms. Also we parametrise the preference structure with preference list correlation and length. We use well known better response dynamic matching for a decentralised marketplace. We compare the decentralised mechanism to a centralised clearing house based on the DeferredAcceptance mechanism. We use median rank and the number of unassigned agents to measure the efficiency of a matching. We found that median rank is statistically at most five times worse on a decentralised market, which occurs when correlation in preferences is small and list are long. Also with longer preference lists the decentralised mechanism has many unassigned agents and the matching is unstable, whereas a centralised mechanism computes a stable matching and usually with almost no unassigned agents.


## Introduction

Two-sided matching markets have been studied quite extensively in the past half a century, starting with the National Residency Matching Program in US and the seminal result by David Gale and Lloyd Shapley [7] on a stable matching mechanism. This mechanism has proved useful in many entry-level job-markets (see e.g. [13]) and school choice markets (e.g. [1,12]). The general model is a two-sided market, where both sides have preferences or priorities over the agents on the other side.

The main benefit of a matching mechanism is that it is centrally applied. All the market participants report their preferences to a central clearing house that then can compute an optimal matching using for example Gale-Shapley Deferred-Acceptance algorithm [7]. Optimal usually means that the result is the best possible stable matching for one side of the market as the optimality can not be guaranteed for both sides. Stability is defined as a situation where participants do not have an incentive to deviate - there is no participant on the other side that the agent would prefer to his current match and that would also prefer him.

[^10]Roth [13] observed that in some situations where there was not a central clearing house in place, market participants still executed a very similar algorithm as proposed by Gale and Shapley. A major drawback of the execution was that usually it was time-capped, i.e. at some point the market had to be closed. This meant that the algorithm execution might not have finished and resulting matching may not be stable.

We model a situation where agents randomly interact and always select a better, compared to their current, match if available. This is also called a better response dynamic in [2]. Agents do not know all participants from the other side of the market, but rather become aware and form preference of them as they meet. Then they decide to change their match or not. In a real market setting there are always some cost related to a change, but in our current model we do not consider it.

Our main aim and contribution is to understand the benefit of having a centralised mechanism instead of a decentralised. Our secondary goal is to study the effect of preference structure on the outcome for both market mechanisms.

## 1 Market models

In a two-sided matching market there is a set $\mathcal{A}=\left\{a_{1}, \ldots, a_{n}\right\}$ of agents on one side and a set $\mathcal{B}=\left\{b_{1}, \ldots, b_{n}\right\}$ of agents on the other side. Although the number of agents on both sides can be different, we consider here only cases where the two sets are of equal size, i.e. the market is balanced. Each agent $a_{i}$ from $\mathcal{A}$ has a strict preference relation $\succ_{a_{i}}$ over agents in $\mathcal{B}$, and similarly for $b_{j} \in \mathcal{B}$ there is a preference relation $\succ_{b_{j}}$ over agents in $\mathcal{A}$. A matching $\mu$ is a mapping from $\mathcal{A} \cup \mathcal{B}$ to itself, such that for every $a \in \mathcal{A}$, is matched to $\mu(a) \in \mathcal{B} \cup\{a\}$, and similarly for $b \in \mathcal{B}, \mu(b) \in \mathcal{A} \cup\{b\}$. When an agent is matched to itself, $\mu(a)=a$ or $\mu(b)=b$ respectively indicates that they are in fact unmatched. Also for every $a, b \in \mathcal{A} \cup \mathcal{B}, \mu(a)=b$ implies $\mu(b)=a$. A matching is unstable if there is are at least two agents, a blocking pair, $a$ and $b$ from opposite sides of the market such that $b \succ_{a} \mu(a)$ and $a \succ_{b} \mu(b)$. A matching is stable if it is not unstable.

### 1.1 Decentralised random matching model

For modelling a decentralised market we use NetLogo ([15]). As usual in NetLogo agents are positioned on a grid, we use the default size of $33 \times 33$, with each position occupied by at most one agent. After the preference profiles have been set, at each time step an agent selects a random free position on the grid in the distance of 10 positions, if the position is occupied the agent remains in his current position for this round. The grid has a periodic boundary condition, meaning when an agent selects a position out of the grid, he is just moved to opposite side of the grid as the grid is toroidal.

After all agents have found a new position, we find the closest neighbour to all agents, from opposite side of the market, on the neighbouring 8 positions. If
there is more than one at the same distance, one is chosen randomly. Note that some agents might not have a neighbour at each step.

After all agents have been assigned a neighbour they start a transaction with the selected neighbour. First they both check if they are on each other's preference lists. If they are on each other's lists, the agents are myopic, they compare their current assignment with the neighbouring agent and decide to change their match if the neighbour is higher in their preference list (Algorithm $1)$. This is described as random better response dynamics in [2]. In one timestep $t$ some agents might have multiple transactions if they were selected as closest neighbour by multiple agents, but only the best match will remain.

```
Algorithm 1 Better response dynamic
Require: \(a, b, \succ_{a}, \succ_{b}, \mu\)
Ensure: \(\mu\) is a matching
    \(m_{a} \leftarrow \mu(a), m_{b} \leftarrow \mu(b)\)
    if \(b \succ_{a} m_{a}\) and \(a \succ_{b} m_{b}\) then
        \(\mu\left(m_{a}\right) \leftarrow m_{a}, \mu\left(m_{b}\right) \leftarrow m_{b}\)
        \(\mu(a) \leftarrow b, \mu(b) \leftarrow a\)
    end if
    return \(\mu\)
```


### 1.2 Centralized matching model

We compare our results from the decentralised matching model to one that would be centrally managed. In this case both parties submit their preferences to a central clearing-house that then outputs a matching. A classical algorithm used is the Deferred-Acceptance algorithm (DA), discovered by Gale and Shapley in [7].

The DA algorithm always produces a stable matching as showed by [7]. Furthermore depending the side that initiates the proposing sequence also obtains an optimal stable matching where agents from that side are matched to the best possible partner. The A-proposing algorithm is presented in Algorithm 2, similarly we can construct B-proposing algorithm that outputs stable matching optimal for B. These matchings may be, but necessarily are not the same, as there can be multiple stable matchings. It is also known that in general that A-side optimal stable matching is the worst stable matching for agents in $\mathcal{B}$ and vice-versa, see for example [13].

## 2 Selected parameters

The preference structure is parametrised by the length of the preference list $(k)$ and correlation between the preference lists $(c)$. The preference list limit $k$ is the

```
Algorithm 2 A-Proposing deferred-acceptance
Require: \(\mathcal{A}, \mathcal{B}, \succ_{a}, \succ_{b}\)
Ensure: \(\mu\) is a matching
    while There are unmatched agents in \(\mathcal{A}\) with proposals do
        for all \(a \in \mathcal{A}\) and \(\mu(a)=a\) and \(\succ_{a}\) is not empty do
            \(b \leftarrow \operatorname{FIRST}\left(\succ_{a}, \mathcal{B}\right) / /\) Most preferred match for \(a\) in \(\mathcal{B}\)
            \(\mu(a) \leftarrow b, \mu(b) \leftarrow\{\mu(b), a\}\)
        end for
        for all \(b \in \mathcal{B}\) do
            \(a \leftarrow F I R S T\left(\succ_{b}, \mu(b)\right)\)
            \(\mathcal{A}^{\prime} \leftarrow \mu(b) \backslash\{a\}, \mu(b) \leftarrow a\)
            for all \(a \in \mathcal{A}^{\prime}\) do
                \(\mu(a) \leftarrow a, \succ_{a} \leftarrow \succ_{a}\) without \(b\)
            end for
        end for
    end while
    return \(\mu\)
```

same for all agents. Although the preferences themselves are not necessarily the same, they might be correlated to some degree or might be totally random as defined by parameter $c$.

In reality the limit on the preference list might be artificial, due to limited processing capacity of the clearing mechanism. Or it might also be driven by agents themselves, due to the cost of additional information processing. It is hard to evaluate all the alternatives in a market, so they settle on listing or evaluating just a few. Or when considering the labour market, the list might be limited because some agents lack the skill to be matched with some jobs. Similar limitations to length of preference have been studied in $[16,11]$.

High correlations between preference lists are usually driven by similar information people receive over alternatives and also similar value systems. It is observed in [14] that high correlations limit the size of the core of stable matchings. In some aspects correlation has been investigated in [4], where they look at fully correlated preference (uniform) lists and the effect on convergence to stability.

There have been additional studies on the effect of correlation. Mostly correlation is defined as as a utility function of the agents in the form $u_{a_{i}}\left(b_{j}\right)=$ $\beta \cdot \xi\left(b_{j}\right)+\xi_{a_{i}}\left(b_{j}\right)([3,6,5])$ and then sorted to obtain preference ordering. The parameter $\beta$ is the correlation parameter and in case of $\beta=0$ we recover the uncorrelated preferences. The $\xi\left(n_{j}\right)$ is global popularity of the agent $b_{j}$ and $\xi_{a_{i}}\left(b_{j}\right)$ is the agent $a_{i}$ specific utility for agent $b_{j}$. Note that $\beta$ can be arbitrarily large, thus it is hard to have fully correlated preference lists. In ([5]) they define a similarity measure for preference lists after generation, but usually the results are far from total correlation.

```
Algorithm 3 Random permutation
Require: \(n, k \in[0,1], c \in[0,1]\)
Ensure: \(p\) is a permutation of unique numbers
    \(p \leftarrow 1,2,3, \ldots, n, j \leftarrow n, l \leftarrow k \cdot n\)
    while \(j>0\) do
        \(r \leftarrow\) random number between 0 and 1
        \(q \leftarrow\left\lfloor j \cdot r^{1-c}\right\rfloor+[c \neq 1]\)
        \(t \leftarrow p_{q}, p_{q} \leftarrow p_{j}, p_{j} \leftarrow t\)
        \(j \leftarrow j-1\)
    end while
    return \(\left\{p_{1}, p_{2}, \ldots, p_{l}\right\}\)
```

Table 1: Parameter spaces

| Parameter | Values |
| :--- | :---: |
| Knowledge limit $(k)$ | $0.02,0.1,0.2, \ldots, 1$ |
| Correlation $(c)$ | $0,0.1,0.2,0.3,0.4 \ldots, 1$ |

### 2.1 Generating the preferences

The preferences are generated using algorithm 3 with parameters $k, c$ and $n$. This algorithm is taken from [9] and modified to generate correlated lists with parameter $c$. The algorithm starts with master list of $n$ numbers. Then it iterates over the list from end to beginning, each time at position $j$ randomly selecting a position $q \in[1, j)$ to exchange values with. The correlation parameter $c$ just states how biased the randomly selected position is, higher values indicated that the exchange position is selected closer to the current position $j$. With $c=0$ the selection is uniformly probable over all positions, until finally at $c=1$ the exchange position is always the active position and all the generated lists are exactly the same.

### 2.2 Parameter space

We run our simulation for multiple combinations of parameters $k$ and $c$ with the pattern as in Table 1, altogether $11 \cdot 11=121$ combinations. Each set of parameters is executed 100 times, to account for some variability. Since we are interested in effects of $k$ and $c$ we fix the market size to $n=100$ for both sides of the market. So altogether there are 200 participants in the market. There is some research on unbalanced markets [3], where there are more participants on one side of the market. Also there is most likely significant interaction with our selected parameters and the size and the balancedness of the market, but this currently remains future work.

## 3 Results

We define two measures for the outcome of a matching mechanism: median rank and the number of unassigned agents. And Price of Invisibility measure for comparing the two matching mechanisms.

Definition 1 The rank of $b_{j}$ in preference relation $\succ_{a_{i}}$ of an agent $a_{i}$ is defined as $\rho_{a_{i}}\left(b_{j}\right)=\left|\left\{b^{\prime}: b^{\prime} \succ_{a_{i}} b_{j}\right\}\right|$. Similarly we define the rank of $a_{i}$ in $b_{j}$ preference list by $\rho_{b_{j}}\left(a_{i}\right)$.

Definition 2 Given a matching $\mu$ then side A's median rank $r_{a}$ is defined as

$$
\begin{equation*}
P\left(\rho_{a}(\mu(a)) \leq r_{a}\right) \geq \frac{1}{2}, P\left(\rho_{a}(\mu(a)) \geq r_{a}\right) \leq \frac{1}{2}, \forall a \in\left\{a^{\prime}: \mu\left(a^{\prime}\right) \neq a^{\prime}, a^{\prime} \in \mathcal{A}\right\} \tag{1}
\end{equation*}
$$

Similarly we define a median rank $r_{b}$ for agents on side $B$.
Definition 3 Given a matching $\mu$ the number of unassigned agents is defined as

$$
\begin{equation*}
u=|\{a: a \in \mathcal{A}, \mu(a)=a\}|+|\{b: b \in \mathcal{B}, \mu(b)=b\}| \tag{2}
\end{equation*}
$$

Definition 4 Given a better response dynamic matching $\mu_{b r p}$ and a deferredacceptance matching $\mu_{d a}$, the Price of Invisibility, with respect to metric $f($.$) , is$ defined as

$$
\begin{equation*}
P o I_{f}=\frac{f\left(\mu_{b r d}\right)}{f\left(\mu_{d a}\right)} \tag{3}
\end{equation*}
$$

We currently cut-off the execution of the decentralised mechanism after 5000 steps. Ideally we would run the simulation until we reach a stable state, but the random model does not find a stable solution in polynomial time [2]. Also when we observe the details we see that already after 2500 steps the rate of change is really slow - Figure 1.

Fig. 1: Convergence speed


Fig. 2: Probability of a stable solution


### 3.1 Stability

As mentioned the decentralised market takes exponential time to find a stable match so we cut-off the execution at $t=5000$ steps. Our selected random better response decentralised matching model operates by satisfying blocking pairs with each transaction. As these are not guaranteed to be the best blocking pairs that are satisfied some blocking pairs containing one of the agents might still remain.

The results of probability of stability with different parameters is presented on Figure 2. Similar results are reported in [4], where they look at $k \cdot n \leq 8$.

### 3.2 Median Rank

We select the median rank of a matching as a descriptive statistic for a matching. Main reason is that the distribution of matched ranks is exponential, most receive their first some their second and then the number of agents decays by rank, and median is much better statistic for an exponential distribution than the mean rank. Secondly median has a much better interpretation to it as half of the agents received a better and half a worse rank then the median, but there is hard to find an agent who received the average rank. Another alternative would be the the rate parameter of the exponential distribution, but the parameter describes more the skewness of the distribution than the outcome.

On Figure $3^{1}$ we have plotted the median rank as a function of correlation and length of preference lists, respectively $c$ and $k$. Interesting observations are that in a decentralised market both sides, $A$ and $B$, have very similar median ranks, which can be expected as neither side has a definite advantage over the other. Also median rank from decentralised mechanism is really close to the median rank for the accepting side of a centralised DA matching.

These observations are also confirmed by other papers - [8] and [10] show that when the preference lists are short, even on one side, the set of stable matchings is likely to be small, and the difference in ranks is also small, which we observe

[^11]Fig. 3: Median rank dependence on k and c in centralised and decentralised markets

| $\mathrm{ra}_{\mathrm{a}}^{\text {c }}$ | $\mathrm{rb}_{\mathrm{b}}^{\mathrm{c}}$ | $r_{a}^{d} \times r_{b}^{d}$ |
| :---: | :---: | :---: |
|  |  | (20.2 |

when $k \leq 0.4$. In [14] it is also observed empirically that the size of the core is small when preference lists are short.

Next we estimate the relationship to get the expected median rank in a matching as a function of $c$ and $k$. Looking at various multiplicative functional forms, we arrive at the following form that has a reasonable trade-off between accuracy and complexity. In a later section we also have an overview of residuals. Fitting the parameters for decentralised matching we obtain (4).

$$
\begin{equation*}
r^{d} \approx e^{3.9-2 \cdot k+1.9 \cdot c \cdot k} \cdot k \tag{4}
\end{equation*}
$$

For the centralised (DA) matching expected median rank is different and depends on the proposing side. We denote the proposing side with $a$ and the side $b$ is the accepting/rejecting side as before. Similarly as before fitting the parameters we obtain (5).

$$
\begin{equation*}
r_{a}^{c} \approx e^{4.1-3.9 \cdot k+3.8 \cdot c \cdot k} \cdot k, r_{b}^{c} \approx e^{3.9-2.1 \cdot k+2.1 \cdot c \cdot k} \cdot k \tag{5}
\end{equation*}
$$

We can now approximately estimate the proportional difference in median ranks in decentralised and centralised markets. Price of Invisibility on median rank is defined as equation (6) where $r^{d}$ and $r^{c}$ are the median ranks from decentralised and centralised models respectively. With this we can estimate how much worse is expected median rank from a decentralised market compared to a centralised one.

$$
\begin{equation*}
P o I_{r}=\frac{r^{d}}{r^{c}} \tag{6}
\end{equation*}
$$

For the proposing side $a$ we obtain (7).

$$
\begin{equation*}
P_{o} I_{r_{a}} \approx e^{-0.2+1.9 \cdot k-1.9 \cdot c \cdot k} \tag{7}
\end{equation*}
$$

First we observe that when $k=1$ and $c=1$ we actually obtain ratio $<1$, which indicates that the decentralised matching might be better. Initially this

Fig. 4: Unassigned probability dependence on $k$ and $c$ in centralised and decentralised markets

seems counter-intuitive, but as we will observe in the next section there is a hidden cost, the number of agents who are unmatched in this case tends to be very large compared to a centralised match.

Also we observe that the greatest $P o I_{r_{a}}$ occurs when $k$ is big and $c$ is small. For example when $k=1$ and $c=0$ then $\operatorname{PoI}_{r_{a}} \approx e^{1.7} \approx 5$.

For the receiving side we obtain (8).

$$
\begin{equation*}
P_{o} I_{r_{b}} \approx e^{-0.1 \cdot k-0.2 \cdot k \cdot c} \leq 1 \tag{8}
\end{equation*}
$$

The median rank does not differ much for side $B$ in decentralised and centralised markets, the $P o I_{r_{b}}$ is very close to 1 . But again we shall observe that the difference in the number of unassigned agents is significant. The $P o I_{r_{a}}$ of averages over 100 executions is on Figure 5a.

### 3.3 Unassigned agents

A critical metric of a matching market is the number of unassigned agents. A centralised matching scheme guarantees that we have a minimal number of unassigned agent. In a decentralised market this is not always the case, as agents make choices using the better response dynamics, we are not usually guaranteed to have a minimal number of unassigned agents because of the dynamics.

We start by fitting the relationship of unassigned agents as a function of $k$ and $c$ in a centralised market. We observe on Figure 4 that the general form of the relationship is sigmoidal for each $k$, with minimum unassigned value (lower asymptote $A$ ) as $c=0$ and maximum value (upper asymptote $K$ ) at $c=1$. Thus we fit the parameters $(A, K, B, M)$ of a generalised logistic equation (9). The asymptote parameters depend on $k$ and logistic equation depends on $c$.

$$
\begin{equation*}
u \approx A+\frac{K-A}{1+e^{-B(c-M)}} \tag{9}
\end{equation*}
$$

We also obtain different fitting parameter values for stable and unstable matchings on decentralised mechanism. For stable and centralised market we obtain the following lower and upper asymptotes as in (10).

$$
\begin{equation*}
A^{c}=e^{5.5-10 \cdot k}, K^{c}=200(1-k) \tag{10}
\end{equation*}
$$

As the length of the preference lists $k$ grows the lower asymptote $(c=0)$ decays exponentially and becomes effectively zero after $k>0.6$. In the case when agents have fully correlated preferences $(c=1)$ the decay in unassigned agents is merely linear as does not reach zero until the preference lists contain all the agents $k=1$.

After the unassigned values are normalised using lower and upper asymptotes to be between 0 and 1 we fit a logistic function. We obtain that $B^{c}=4+25 \cdot k$ and $M^{c}=\frac{1+27 \cdot k}{5+24 \cdot k} . M$ is the position of maximum growth and $B$ is the rate of growth. When $k$ is small say $k=0.1$ we observe that $M=0.5$, so when $c \leq M$ the number of unassigned agents is closer to the lower asymptote and when $c \geq M$ the number of unassigned agents is closer to upper asymptote. If the growth rate $B$ is large, it means that most of the growth happens near $M$. As $k$ increases the growth rate $B$ also becomes more rapid as correlation $c$ passes the critical point $M$.

Next we look at the number of unassigned agents in a decentralised matching market. The number of unassigned is rather different due to the dynamics of the assignment process. We observe that the results are quite different when we obtain a stable match and when not, so we fit two separate logistic models. When we obtain a stable state we observe that the number of unassigned agents very closely resembles that of a centralised matching. On the other hand in the case of unstable matchings, approximately where $k>0.3$, in decentralised matching we obtain the asymptotes in (11).

$$
\begin{equation*}
A^{d}=30, K^{d}=160(1-k)+30 . \tag{11}
\end{equation*}
$$

We observe that we can expect to have at least about $30(15 \%)$ of unassigned agents as the lower asymptote indicates - even when we have full preference lists $k=1$. Interestingly the lower asymptote is constant, which is an evidence that the number of unassigned agents is rather caused by the market mechanism than the inherent preference structure.

Similarly for unstable states in decentralised matching we obtain the position of maximum growth as $M^{d}=\frac{-4+55 \cdot k}{54 \cdot k}$ and growth rate $B^{d}=54 \cdot k$.

Finally we estimate the average Price of Invisibility on number of unassigned agents as $P o I_{u}=\frac{u^{d}}{u^{c}}$. First we obtain lower and upper bounds based on previously obtained asymptotes where $c=0$ and $c=1$ respectively in (12).

$$
P o I_{u} \approx\left\{\begin{array}{ll}
1 & \text { if stable }  \tag{12}\\
\in\left(\frac{30}{e^{5.5-10 \cdot k}}, \frac{160(1-k)+30}{200(1-k)}\right) & \text { if unstable }
\end{array} .\right.
$$

The $P o I_{u}$ of averages over 100 executions is on Figure 5b. Since the number of unassigned agents in a centralised market can be zero in many circumstances the figure is plotting $\widehat{\text { PoI }_{u}}=\frac{\widehat{u^{d}}+1}{u^{c}+1}$.

Fig. 5: Price of Invisibility


### 3.4 Error analysis

The fitted functional forms of the relationships between matching metrics should be considered as approximations of the actual relationships. The error in the predictions tends to vary with the parameters. We define two error metrics:

Definition 5 Root mean square error is defined as

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum_{1}^{n}(\hat{y}-y)^{2}}{n}} \tag{13}
\end{equation*}
$$

Definition 6 Normalised root-mean-square error is defined as

$$
\begin{equation*}
N R M S E=\frac{R M S E}{y_{\max }-y_{\min }} \tag{14}
\end{equation*}
$$

In Table 2 we observe that the overall errors are small for $r_{a}$ and $u$.

Table 2: Error levels

| Mechanism | Function | RMSE Normalised RMSE |  |
| :--- | :--- | :---: | :---: |
| Centralised | $r_{a}$ | 1.9 | $4.0 \%$ |
|  | $r_{b}$ | 3.1 | $6.3 \%$ |
|  | $u$ | 4.7 | $2.3 \%$ |
| Decentralised | $r_{a}$ | 2.6 | $5.6 \%$ |
|  | $u$ | 2.6 | $5.8 \%$ |
|  | $u$ | 6.3 | $3.3 \%$ |

## 4 Conclusion and further research

## Main conclusions

- the critical value to have a stable match with better response dynamic is to list less than 20 alternatives
- in a decentralised market there is always a significant number of unassigned agents - about $15 \%$
- the median rank in the decentralised matching process produces very similar results as a centralised matching for the receiving side in DA

This research could be further extended by adding

- additional parameters for the size and balancedness of the market
- spatial properties like population density on a grid
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#### Abstract

We study a simple agent-based model of a decentralized matching market game in which agents (workers or job seekers) make proposals to other agents (firms) in order to be matched to a position within the firm. The aggregate result of agents interactions can be summarised in the form of a Beveridge curve, which determines the relationship between unmatched agents, unemployed job seekers and vacancies in firms. We open the black box of matching technology, by modelling how agents behave (make proposals) according to their information perception. We observe more efficient results-in the form of a downward shift of the Beverage curve in the case of simple zero-intelligent agents. Our comparative statics indicate that market conditions, such as the heterogeneity of agents' preferences, will also shift the Beveridge curve downwards. Moreover, market thickness affects movement along the Beverage curve. Movement right-down along the curve if there is an increasing number of agents compared to positions within firms. Furthermore, we show that frictions in re-matching, such as commitment to a match, could be another factor shifting the Beveridge curve toward the origin.


Keywords Matching market • Computational experiment • Decentralised matching • Job search • Beveridge curve

[^12]
## 1 Introduction

Market economies in general experience large employment fluctuations and average unemployment rates differ between countries. The underlying job search and matching theory (the Diamond-Mortensen-Pissarides canonical framework) provides a conceptual explanation for some aspects of the relationship between vacancies and unemployment known as the Beveridge curve. The core of job-search and matching models is built on the assumption that the external rate of job creation and destruction, but also worker reallocation, determine the steady-state equilibrium of number of unmatched workers and jobs (unassigned agents in our model) (Mortensen and Pissarides 1999). Because of search and recruiting costs, hiring and firing costs and other forms of matching-specific costs, decentralised markets create inefficiencies. This matching technology is implicitly characterised by its matching function, which summarises the trading technology between agents, their actions and choices that eventually bring them together into productive matches (Petrongolo and Pissarides 2001). In the relevant "matching function literature", it is stressed that such a theoretical tool is useful because it allows to reduce the complexity of information imperfection, heterogeneous agents and congestion into a tool-kit similar to the production function or money demand function. However, the interactions or matching technology are still rather treated as a black box.

We open this black box by providing a simple agent-based model of a decentralized market game in which agents (workers or job seekers) make proposals to the agents on the other side of the market (firms) in order to be matched to available positions. In our computational experiments, a market game is identified by three components: the preference structure of agents, market conditions, i.e. the relative number of positions and workers, and the behaviour of agents (workers or firms) based on the information they have about their own preferences and options in the market.

Search models in labour economics rely on three pillars: the decision of workers, the decision of firms and wage setting mechanism. We concentrate on the first two pillars. Thus, our model belongs to the literature on agent-based partial labour market models (e.g. Neugart and Richiardi 2012) which use microsimulation to explain stylised facts about the labour market. These agent based "micro-to-macro" models give insights into labour markets in the form of partial or general models. In the latter labour markets are embedded into larger economic models. We are mainly interested in literature aiming to reproduce the Beveridge curve with search and coordination in a partial agent-based model. Thus, models (Richiardi 2004, 2006; Riccetti et al. 2015) aimed at explaining the job search on the basis of wages or more general market models that interact with the embedded labour market (Dawid et al. 2014; Deissenberg et al. 2008), that lie outside of our scope.

The partial agent-based models have been developed for replicating stylised facts from real labour markets, such as the negative-sloped Beveridge curve in the unemployment-vacancy $(u, v)$-space. Fagiolo et al. (2004), followed later by Silva et al. (2012), reproduce a Beveridge curve in a partial agent-based model and come up with a standard explanation that frictions and the institutional setting affect the position of the curve.

Moreover, giving up the assumption of rational expectations about the behaviour of agents has produced fruitful insights. Tassier and Menczer (2008) investigate jobhunting via social networks. They find that random social networks spread vacancy information better and thus achieve lower unemployment. Neugart (2004) uses an urn-ball matching model on a small scale (30-50 agents) and endogenous matching function workers send applications randomly, however the Beveridge curve is closer to origin than one would expect in large markets. Similarly Richiardi (2004) employs a similar model with wages and produces a Beveridge curve further from the origin. While Richiardi (2006) models labour supply in a general setting by a nonequilibrium, adaptive agent-based model of heterogeneous workers and firms, with on-the-job searching, endogenous entrepreneurial decisions and endogenous wage and income determination. The latter is able to reproduce a number of stylized facts generally accepted in labour economics and industrial organization, including the negative-sloped Beveridge curve. Also, in this set-up, the matching process is based on random applications from job seekers for vacancies in the single labour market. Furthermore, this model allows for on-the-job searching, meaning that assigned agents can get job offers as well.

There are some other search-and-match models (e.g. Gabriele 2002; Deissenberg et al. 2008; Boudreau 2010). Some of them also produce a Beveridge curve, but usually investigate different aspect of matching. Often their aim is to study some other aspects, like stratification and use different underlying assumptions (e.g. centralised matching or perfect information).

Our modelled agents can be considered myopic-they make proposals and only accept better proposals without additional strategic thinking. In our base model, agents apply for a random position and a matching occurs only when both sides find their new partner preferable to their current match. This is similar to the Zero-Intelligence (ZI) model from financial markets (Gode and Sunder 1993; Chen and Tai 2010). Our behavioural models are an extended version of the better response dynamic proposed by Knuth (1997b) and further analysed by Roth and Vate (1990) and Ackermann et al. (2008).

Nevertheless, the agents will not be able to find an equilibrium (stable) matching in a micro sense. It is rather a steady-state equilibrium in a macro sense, as the size (number of matched agent-pairs) of the matching converges. In general, we show how the assumptions about the information available to agents, the structure of their preferences and market thickness determine the shape and placement of the Beveridge curve. Thus, our approach not only differs from the framework of Diamond-Mortensen-Pissarides, but also from recent discussions on job search and matching efficiency (Veracierto 2011; Shimer 2013; Sahin et al. 2014) where the persistent empirically observed adverse shifts (outward shifts of the Beveridge curve) have been explained mostly by the deterioration in the efficiency of the matching technology. We use a partial agent-based model as classified by Neugart and Richiardi (2012) to develop aggregate regularities from the micro-behaviour of individual agents in order to illustrate the position of the Beveridge curve in the $(u, v)$-space. Our model is able to reproduce some well-known stylised facts from labour market literature like the negative sloped Beveridge curve. Moreover, we explain the shift of the Beveridge curve not only as related to information available to players, but also including a level of heterogeneity
of the agents' preferences. We model the latter on the basis of the correlation between the preference lists of agents to indicate their similarity (or common understanding of a good job position). In addition, we allow for different lengths of the preference lists. We show that short lists and high correlation shift the curve to the upper-right, further from the origin. In addition, we include a parameter for market thickness-the balance between market sides-indicating the ratio of positions to workers. Market thickness models the effect of interactions with other markets through job creation and destruction rates, i.e. the out-of-equilibrium state of a general market model. We see that this determines the position on the Beveridge curve.

The comparative statics, unexpectedly, show that the noise behaviour produces Beveridge curves closest to the origin, compared to the more informed behaviours. This appears to be the effect of lower number of acceptable re-matches from random proposals. With more informed behaviours agents make proposals to acceptable matches, thus they have a higher re-matching rate. As each re-match creates one and potentially breaks two existing matches, this leads the Beveridge curve away from the origin. To elaborate this, we conduct additional experiments with frictions and find that greater obstacles to re-matching produce Beveridge curves closer to the origin.

In addition, we view our decentralised market game as an abstract model which in addition to studying agent-based interactions in job search and matching markets can be used in alternative settings, e.g. decentralised school or university choice. In all these cases, an institution or a central authority-a clearing house or similaris missing and agents on both sides constantly have to react to new proposals and responses.

We continue as follows. First, we introduce the set-up of our model, concentrating on matching behaviour which includes search and commitment costs as well as the assumptions behind preference formation. Second, we analyse the convergence of the matching procedures and check if the resulting matching distributions correspond with the expectation. Third, we show our results by indicating how a Beveridge curve depends on the search behaviour and the structure of preferences. Additionally we show how introducing frictions could improve the size of the matching, albeit at cost, in terms of less preferred matched, for the agents. Finally, we conclude by discussing our contribution to the discourse in search and matching literature.

## 2 Models

### 2.1 Behaviours

In order to translate the neoclassical matching function into an agent-based version, we employ the framework offered by Guerrero and Axtell (2011). This relies on three orders of assumptions, which include rationality, agent homogeneity and "noninteractivness" in an agent-based model. The categorisation of the features is presented in Table 1.

Beginning with the first order assumptions about the nature of the interaction mechanism, we can see that the literature about the matching function often treats this procedure as a black box. In an agent-based model, the interaction is a central ques-

Table 1 Matching model assumptions

|  | Matching function | Our agent-based model |
| :---: | :---: | :---: |
| First order assumptions |  |  |
| Interaction mechanism | Implicit (black box) | Explicit (decentralised or centralised matching) |
| Second order assumptions |  |  |
| Rationality | No explicit reference. Functional form captures information imperfections | Explicit, exact notion of how proposals are made and accepted |
| Equilibrium | Equilibrium is inefficient due to negative externalities (e.g. congestion). Imbalance indicates skill mismatch and locational differences | Equilibrium is inefficient because of assumptions about behaviour and information |
| Agent types | Representative (homogeneous) agent(s), heterogeneous sectors | Heterogeneous (different preferences) |
| Third order assumptions |  |  |
| Technological advances through time | Technological advances in matching shift "Beveridge curve" (search is less costly) | No technological advances. Preferences are static, do not adapt |
| Supply shocks or business cycles | Affect job creation and destruction rates, but are generally treated as an empirical question | No explicit job creation and destruction, but the market thickness, having more jobs than workers or vice versa, is of central interest |
| Contracts | A rate of matching and unmatching | A relationship can be broken whenever a better match is found (and the contract has expired) |
| Transaction costs | A limitation on matching rate | Once a better match is found for both parties, there is no additional cost for changing the match |

tion for the investigation. In financial double-auction markets, Zero-Intelligence (ZI) interaction models have been fruitful in investigating aggregate market phenomena (e.g. Gode and Sunder 1993; Farmer et al. 2005; Ladley 2012). We employ a similar approach for modelling search in the labour market.

ZI model (Ladley 2012; Chen and Tai 2010) is useful because it allows us to decouple the behaviour of an agent from the market structure. Moreover, we are interested in whether similarly to non-strategic agents (e.g. Farmer et al. 2005; Gode and Sunder 1993), interesting market phenomena can be produced in the current context. To our knowledge, these types of models have not been studied for job search. There are macro-level studies that concentrate on modelling unemployment and vacancies (e.g. Petrongolo and Pissarides 2001; Mortensen and Pissarides 1999). There also exist agent-based models of wage equilibrium (e.g. Guerrero and Axtell 2011) and job search on social networks Guerrero and Axtell (2013); Zhou et al. (2014a); Hoefer and Wagner (2012), but there is no simple model for job search.

Table 2 Explored behaviour models

| Rationality (2nd order) | Interaction, proposer (1st order) |  |
| :--- | :--- | :--- |
|  | Random side | A-proposing |
| Noise proposal | Noise proposal | Noise proposal A |
| Better proposal | Better proposal | Better proposal A |
| Blocking proposal | Blocking proposal | Blocking proposal A |

The labour market consists of two sets of agents workers and firms (or positions within a firm). The main behavioural aspect is how the match is initiated, i.e. the worker-position pair selection. We study models where the proposing power is either only on one side of the market (A-proposing models) or where it is proportionally shared (random agent proposing). In other words, either workers always make proposals, proposals are made interchangeably, or firms always make proposals, depending on who is considered side A . We call the non-proposing agent the responding agent. In the centralised Deferred-Acceptance markets (Gale and Shapley 1962), the matching is always optimal and stable for the proposing side, while it is the worst possible level for the responding side (e.g. Knuth 1976; Roth and Sotomayor 1990). However, in many practical (Roth and Peranson 1999) and large markets (Immorlica and Mahdian 2015), the difference seems to be small and the effect of market thickness is much greater (Ashlagi et al. 2013b). The matched rank structure may also affect the size of the matching as proposing probabilities are different under random agent proposing.

In fact, we investigate several models (Table 2), where a second-order assumption of ZI is characteristic of the base model. The ZI model is called the Noise proposal model wherein two random agents, one from each side, are selected, but a matching transaction occurs only when the new match is an improvement over their current matches. Similarly, in financial markets a deal is only accepted when the offered price is above the reserve price for both sides, i.e. the buyer and the seller, otherwise the price is offered at random. Thus, in our mechanism, there are only pairwise interactions and a transaction occurs when the reserve offer is met on both sides.

For comparative purposes, we include behaviours, where agents know more than in the ZI model, but less than in the better response dynamic. In our Better proposal model, we assume that agents, e.g. workers, know of a better match or a position that would also be suitable for them and thus do not make proposals in a wholly random manner. This can be considered similar to the Zero-Intelligence Plus model (Chen and Tai 2010). Agents only make proposals to a better match, i.e. a position higher on their preference list than their current (reserve) match. Thus, the proposing side does not even consider non-acceptable matches. In contrast, in the Noise proposal model an offer is made to a random agent on the preference list, and might actually not be acceptable to the proposer. This is learned in the transaction. In other words, in the Better proposal model, even agents with a current high ranking match have a high probability of a new match, which only depends on the responding side finding it acceptable. On the other hand, in the Noise proposal model a transaction probability would also be lower for proposing agents, if their current match is high on their preference list.

In order to further extend the information pool available to the agent, we use the Blocking proposal model, where agents make proposals to their random blocking partner, which is equivalent to the better response dynamic proposed by Knuth (1997b). A blocking pair is formed by two agents from the opposite sides of the market who, if they met, would prefer to be matched to each other. Here agents only make a proposal to other agents when they know it would be accepted by the other party, i.e. the blocking pair, in the current state of the market. The match can still be broken in the future if either of the agents finds a more preferred partner.

Although we investigate multiple behaviour models of the proposing agents, we always assume that the responder is a ZI agent. He only and always accepts proposals made by agents higher than the current match on his preference list. In addition, the existence of an information aggregating institution is implicitly assumed in Better and Blocking proposal behaviour. For example finding a potential blocking pair in the Blocking proposal model can be thought of as being supported by an institution.

We are only interested in studying the aggregate results of the search behaviour, therefore we simplify most of the third-order assumptions. The preferences of the agents are fixed, so they do not adapt to market conditions during the search. There is also no creation or destruction rate of new agents or positions, nor any external shocks that might trigger such destructions or creations. We do, however, explicitly model market thickness. The market is considered thick when there is exactly the same number of agents on both sides, so all the agents can potentially be matched. If there are more agents on one side, the market will not be thick and there will always be some agents unassigned. In addition, thickness has an impact on the search outcome, as agents from the smaller side have more options to choose from. Thickness is also an indicator of disequilibrium, as the number of jobs is not equal to the number of workers, characterising exogenous dynamics of job creation, destruction, etc.

Finally, in our main experiments there are no limitations on matching with a more preferred partner, i.e. no commitments to contracts or any transaction costs for changing a match. However, in Sect. 3.5 we show the effect of frictions of enforcing different types of obstacles, including contractual ones, on re-matching.

More formally, we employ a model similar to that used in modelling centralised two-sided matching markets (e.g. Roth 2008). There is a set $\mathcal{A}=\left\{a_{1}, \ldots, a_{n_{A}}\right\}$ of agents on one side and a set $\mathcal{B}=\left\{b_{1}, \ldots, b_{n_{B}}\right\}$ of agents on the other side. The number of agents on both sides can differ $\left(n_{A} \neq n_{B}\right)$ depending on market thickness. Each agent $a_{i}$ from $\mathcal{A}$ has a strict preference relation $\succ_{a_{i}}$ over agents in $\mathcal{B}$, and similarly for $b_{j} \in \mathcal{B}$ there is a preference relation $\succ_{b_{j}}$ over agents in $\mathcal{A}$. A matching $\mu$ is a mapping from $\mathcal{A} \cup \mathcal{B}$ to itself, so that every $a_{i} \in \mathcal{A}$, is matched to $\mu\left(a_{i}\right) \in \mathcal{B} \cup\left\{a_{i}\right\}$, and similarly for $b_{j} \in \mathcal{B}, \mu\left(b_{j}\right) \in \mathcal{A} \cup\left\{b_{j}\right\}$. When an agent is matched to itself, $\mu\left(a_{i}\right)=a_{i}$ or $\mu\left(b_{j}\right)=b_{j}$ respectively indicates that they are in fact unmatched. Being matched to oneself is the least preferred option for all the agents. Agents would still find only the acceptable positions in their preference list, which might not contain all positions. Similarly for the position, only some agents might be acceptable. In addition, for every $a_{i}, b_{j} \in \mathcal{A} \cup \mathcal{B}, \mu\left(a_{i}\right)=b_{j}$ implies $\mu\left(b_{j}\right)=a_{i}$.

A matching is unstable if there are at least two agents $a_{i}$ and $b_{j}$ from opposite sides of the market so that $b_{j} \succ_{a_{i}} \mu\left(a_{i}\right)$ and $a_{i} \succ_{b_{j}} \mu\left(b_{j}\right)$ —a blocking pair. A matching is stable, if it is not unstable. In Table 3 we have listed the notation for quick reference.

Table 3 Notation

| Symbol | Description |
| :--- | :--- |
| $\mathcal{A}$ | Preferences of agents on side $A$ |
| $\mathcal{B}$ | Preferences of agents on side $B$ |
| $a_{i}$ | Preference profile for agent $i, a_{i} \in \mathcal{A}$ |
| $b_{j}$ | Preference profile for agent $j, b_{j} \in \mathcal{B}$ |
| $n_{A}$ | Number of agents on side $A$ |
| $n_{B}$ | Number of agents on side $B$ |
| $\theta$ | Market thickness $\theta=\frac{n_{B}}{n_{A}}$ |
| $k$ | Length of preference lists |
| $c$ | Correlation of preferences |
| $\tau$ | Re-matching friction length |
| $\mu$ | Matching |
| $s$ | Size of matching, counted in pairs of agents |
| $u$ | Unassigned percentage on side $A, u=1-\frac{s}{n_{A}}$ |
| $v$ | Unassigned percentage on side $B, v=1-\frac{s}{n_{B}}$ |
| $r(\mu(i))$ | Matched rank of agent $i$ in matching $\mu$ |
| $\tilde{r}_{a}$ | Median matched rank of agents in $\mathcal{A}$ |
| $\tilde{r}_{b}$ | Median matched rank of agents in $\mathcal{B}$ |
| $\rho_{i}$ | Number of blocking pairs for agent $i$ |
| $\bar{\rho}_{i}$ | Number of blocking pairs with unmatched agents |
| $\tilde{\rho}_{i}$ | for agent $i$ |
|  | Number of blocking pairs with matched agents for |
|  | agent $i$ |

```
Algorithm 1 General Proposal Dynamic
Require: \(\mathcal{A}, \mathcal{B}, \mu\)
Ensure: \(\mu\) is a matching
    \(p \leftarrow \operatorname{Select} \operatorname{Proposer}(\mathcal{A}, \mathcal{B})\)
    \(m_{p} \leftarrow \mu(p)\)
    \(r \leftarrow\) Select Responder \((p)\)
    \(m_{r} \leftarrow \mu(r)\)
    if \(p \succ_{r} m_{r}\) and \(r \succ_{p} m_{p}\) then
        \(\mu\left(m_{p}\right) \leftarrow m_{p}, \mu\left(m_{r}\right) \leftarrow m_{r}\)
        \(\mu(r) \leftarrow p, \mu(p) \leftarrow r\)
    end if
    return \(\mu\)
```

With the notation in Table 3 we can present a General Proposal Dynamic in Algorithm 1. The SelectProposer() and SelectResponder() procedures are distinct for each of the described models in Table 2. The SelectProposer() selects a random agent from set $\mathcal{A} \cup \mathcal{B}$ or $\mathcal{A}$ depending on whether the behaviour model is Random side or A-proposing. The SelectResponder() selects an agent from the preferences of the proposer, and the actual selection depends on whether the behavioural model is the Random, Better or Blocking proposal.

We study the macro-level convergence properties of the search behaviour. On an individual agent level, the market needs not to be in equilibrium. There have been studies on the equilibrium of decentralised matching processes. Niederle and Yariv (2009) study such applications where firms and workers have aligned preferences and show the conditions for having a stable matching in equilibrium. Haeringer and Wooders (2011) examine equilibrium behaviour with slightly different models, where agents cannot be re-matched to a previously rejected partner, but their model is otherwise similar to ours as agents have to respond immediately. Diamantoudi et al. (2015) look at stability when agents make a commitment to a partner, which can either be only for a certain period, or an infinite commitment so that participants exit the market, or only a one-sided commitment. They show that having a requirement for firms to commit to an employee can result in unstable matchings in equilibrium. In our models we mostly concentrate at the no-commitment scenario, except in the frictions scenario. Pais (2008) analyses the equilibrium with limited information about preferences. Eriksson and Häggström (2007) also study decentralised matching, but they do not make any underlying assumptions about how the matching is reached. Instead, they measure the degree of instability in some random matchings. However, if some decentralised matching model is assumed, the resulting matching would not be a uniform selection of all the possible matchings.

In addition there have been experimental studies (Echenique and Wilson 2009; Echenique and Yariv 2013) about decentralised matching markets with human subjects which show that stability tends to be a prevalent outcome, but is not always guaranteed. The interesting aspect in those cases is human behaviour, which usually also restricts the size of the experiments, which tend to be small-10-20 participants. Zhou et al. (2014b) use real-world data from small and large on-line matching markets and study the statistical regularities of those matchings, mainly how the size of the markets relates to the size of the matching. This is also what we are interested in. Unfortunately they do not count the size of the two sides of the markets, but only the overall size.

### 2.2 Preferences

Nevertheless, we look at heterogeneous agents with various degrees of correlation in their preferences and the availability of matches. We model a situation where the preferences of the agents are all idiosyncratic (effectively random) and agents find all partners acceptable. Yet, we also look at some structural constraints. Firstly, we introduce limited preference lists indicating that an agent finds only a fraction of the partners acceptable. Second, preference lists are somewhat correlated, or in extreme cases, preferences are exactly the same, indicating common tastes.

In the real world, correlated preferences show "popular tastes", e.g. all agents have similar preferences for high paying jobs or are interested in simple assignments, etc. The length of the preference list, however, indicates the probability of an agent being found unacceptable, even if a certain agent would be the only candidate. So a person without a pilot's licence would never be employed as a pilot. Thus, shorter preference lists imply that not all agents are acceptable to a particular position.

```
Algorithm 2 Correlated permutation
Require: \(n, k \in[0,1], c \in[0,1]\)
Ensure: \(p\) is a permutation of unique numbers
    \(p \leftarrow 1,2,3, \ldots, n, j \leftarrow 0, l \leftarrow k \cdot n\)
    while \(j<l\) do
        \(r \leftarrow[0.0,1.0]\) uniform random number between 0 and 1
        \(q \leftarrow\left\lfloor n-(n-j) \cdot r^{1-c}\right\rfloor\)
        \(t \leftarrow p_{q}, p_{q} \leftarrow p_{j}, p_{j} \leftarrow t\)
        \(j \leftarrow j+1\)
    end while
    return \(\left\{p_{1}, p_{2}, \ldots, p_{l}\right\}\)
```

We assume that agents have strict preferences for agents (workers or positions) from the opposite side of the market. In the simplest case preferences are random, i.e. each agent has a totally idiosyncratic preference ordering. In general we can think of more structured preferences in a society, parametrised by the length of the preference list ( $k$ ) and the correlation between the preference lists ( $c$ ). In our experiments, the preference list limit $k$ is set to be the same for all agents. Correlated preferences are from a global preference ordering. The degree of correlation is also the same for all agents, but the preference ordering is not necessarily the same when comparing two agents.

We generate the preferences using Algorithm 2 with parameters $k, c$ and $n$. This algorithm is a modified version of a random permutation algorithm from Knuth (1997a) to generate correlated preferences with parameter $c$. The algorithm starts with a master list of $n$ numbers (agents). Then it iterates the list from beginning to end, each time at position $j$ randomly selecting a position $q \in[j+1, n]$ to exchange values with. The correlation parameter $c$ states how biased the randomly selected position is, higher values indicate that the exchange position is selected closer to the current position $j$. With $c=0.0$ the selection is uniformly probable over all positions, until finally at $c=1$ the exchange position is always the active position and all the generated lists are exactly the same. There is one global ordering of agents for each side of the market that is used for generating correlated preferences.

The power of uniform distribution $\mathcal{U}^{1-c}$ used to randomly select the exchange positions while generating the correlated preference list is proportional to the Beta distribution with parameters $\operatorname{Beta}\left(\frac{1}{1-c}, 1\right) \sim \mathcal{U}^{1-c}$. In Fig. 1, we see the probabilities of having a particular value at some position in a list of 10 values between 0 and 9 . Each box is a position in a list and displays the probability of having a certain value in that position. We see that when $c=1.0$ then all positions have a $100 \%$ probability of having the same value and when $c=0.0$ then all values in any position are uniformly probable.

In Fig. 2, we compute for comparison the mean Spearman $\rho$ and Kendall $\tau$ correlation coefficients over all the preference lists. We compute two types of means over the correlation coefficients, first compared to the initial global ordering and then a mean over pairwise correlations among a random sample of preference lists. We see that the pairwise means are always below when compared to the correlation with the global ordering. This is because although all the preferences are a similar distance


Fig. 1 Preference probabilities with degrees of correlation


Fig. 2 Spearman $\rho$ and Kendall $\tau$ of generated preferences
from the global list, the generated lists might still be far from each other, i.e. have a lower correlation. That is the case with small degrees of correlation. Still, when the correlation $c=1.0$ all the lists are exactly the same and the $\rho$ and $\tau$ values are also 1.0 .

In reality, the limit of the preference list might be due to skill mismatch in position requirements and for agents based on utility. Similar limitations on the length of preferences have been studied in Zhang (2001) and Laureti and Zhang (2003). We consider the preferences to be "known" to the agents only in terms of the behaviour model employed. So, for example, in the Better proposal model, agents would select a random proposal that is an improvement over their current match, but it might not be their most preferred match.

We do not study societies where, in general, positions and workers might have aligned preferences as in Niederle and Yariv (2009). High correlations between preference lists are usually driven by people receiving similar information about alternatives and also due to similar value systems. It is observed by Roth and Peranson (1999) that high correlations limit the size of the core of stable matchings. Certain aspects of correlation have been investigated by Biró and Norman (2012) that looks at fully correlated preference lists by varying the length of preference lists and its effect on convergence to stability.

There have been additional studies on the effect of correlation. Generally, correlation is defined as the agent's utility function in the form $u_{a_{i}}\left(b_{j}\right)=\beta \cdot \xi\left(b_{j}\right)+\xi_{a_{i}}\left(b_{j}\right)$ (Ashlagi et al. 2013a; Caldarelli and Capocci 2001; Boudreau and Knoblauch 2010) and then sorted to obtain a preference ordering. The parameter $\beta$ is the correlation parameter and in case of $\beta=0$ we would recover the uncorrelated preferences. The $\xi\left(n_{j}\right)$ is the global popularity of the agent $b_{j}$ and $\xi_{a_{i}}\left(b_{j}\right)$ is the specific utility of agent $a_{i}$ for agent $b_{j}$. It should be noted that $\beta$ can be arbitrarily large, thus it is hard to have fully correlated preference lists. (Boudreau and Knoblauch (2010)) define a similarity measure for preference lists after generation, but usually the results are still far from fully correlated ( $c=1.0$ ) preferences.

## 3 Results

### 3.1 Computational experiments and convergence

All our experiments are carried out with $n_{A}=|\mathcal{A}|=1000$ agents. We vary the market thickness $\theta=\frac{n_{B}}{n_{A}} \in[0.5,2.0]$, which varies in the number of agents on side $\mathcal{B} n_{B}=$ $|\mathcal{A}| \in[500,2000]$. We do 300,000 matches. Figure 3 shows that with all the behaviour models and various values of market thickness, the matching size converges to a steadystate equilibrium. This does not mean that there are no changes in the matching. Individual agents still change their matches whenever their behavioural mechanism conditions are met. In the experiments, the result was never a stable matching without


Fig. 3 Convergence over time
blocking pairs. Therefore, small fluctuations always occur in the matching, but Fig. 3 demonstrates that this does not have a significant effect on the macro-level of matching.

To begin with, in Sects. 3.2 and 3.3, only the effect of market thickness is explored, with full $(k=1.0)$ and uncorrelated $(c=0.0)$ preference lists. In Sect. 3.4 we study more structured $(k \in[0.02,1.0]$ and $c \in[0.0,1.0])$ preferences and their impact on the Beveridge curve. Further in Sect. 3.5 we study the effect of some frictions on the matching.

### 3.2 Analysis of convergence conditions

Our probabilistic analysis considers the simpler situation where the market is thick ( $\theta=1.0$ ), all agents have full $(k=1.0)$ and uncorrelated preference lists $(c=$ 0.0 ). With limited preference lists, the analysis would not hold and would need to be augmented with probabilities of having certain agents on a preference list. Similarly, with correlation, we would need to assume some probability of having certain agents higher on the preference lists. Calculations are much more simplified, when we can assume this to be of uniform probability for all the relevant agents.

There are four types of events that can occur in all of the decentralised matching behaviour models:
$e_{1} \quad$ Two previously unmatched agents are matched. The size of the matched population increases by one on both sides and nobody becomes unmatched. The net change in the size of the matching will be one.
$e_{2}, e_{3}$ One unmatched agent (either from $\mathcal{A}$ or $\mathcal{B}$ ) is matched to another matched agent. The matched population increases by one, but one previously matched agent now becomes unmatched due to the divorce of the already matched agent. The net change in the matching size will be zero.
$e_{4} \quad$ Two already matched agents are matched to each other and consequently two divorces occur. The net change in the size of the matching will be minus one.

We are interested in understanding the convergence of the size of the matching. Since for events $e_{2}$ and $e_{3}$ the net change in the matching is zero, we are not interested in those events. The size of the matching changes only with the events $e_{1}$ and $e_{4}$ and has converged when $\Delta s=P\left(e_{1}\right)-P\left(e_{4}\right) \rightarrow 0$. We analyse the probabilities of the events $e_{1}$ and $e_{4}$ for all of the six decentralised behaviour models. This is similar to the model in (Mortensen and Pissarides 1999, p. 1185). However, Mortensen and Pissarides (1999) analyse the model on a macroscopic level with transition probabilities on a Markov chain. Yet, we analyse the model on an agent level, where the transition probabilities depend on the states of the agents.

Noise proposal and noise proposal A Whenever two unmatched agents meet, they always prefer to be matched rather than unmatched, given our assumptions about preferences. Hence, the probability for event $e_{1}$ is the probability for two unmatched agents to meet as in (1).

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{1}
\end{equation*}
$$

The probability of event $e_{4}$ is selecting two matched agents that prefer to be matched. This firstly depends on selecting two matched agents, one from $\mathcal{A}$ and the other from $\mathcal{B}$. Secondly, the selected agents would both have to be higher on each other's preference lists than their current match. The latter is an average over all the matched agents. This is summarised in (2).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)}= & \left(\frac{s}{n_{A}}\right)\left(\frac{s}{n_{B}}\right)\left(\frac{1}{s} \sum_{i \in s, i \in B} P(r(\mu(i))>x) P(X=x)\right) \\
& \cdot\left(\frac{1}{s} \sum_{i \in s, i \in A} P(r(\mu(i))>x) P(X=x)\right) \tag{2}
\end{align*}
$$

Since the probability of selecting an agent in a particular position is uniform, $P(X=$ $x)=\frac{1}{n}$, and the number of agents $n$ is either $n_{A}$ or $n_{B}$, depending on which side we are looking at, we can simplify (2), which results in (3).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)}= & \left(\frac{s}{n_{A}^{2}}\right)\left(\frac{s}{n_{B}^{2}}\right)\left(\frac{1}{s} \sum_{i \in s, i \in B} P(r(\mu(i))>x)\right) \\
& \cdot\left(\frac{1}{s} \sum_{i \in s, i \in A} P(r(\mu(i))>x)\right) \tag{3}
\end{align*}
$$

Better proposal A The probability of event $e_{1}$ is the same as with Noise behaviour. The probability that an unmatched agent $a_{i}$ is selected from $\mathcal{A}$ and then the probability that the agent will select an unmatched agent is $b_{i} \in \mathcal{B}$. Since agent $a_{i}$ has a full preference list, the selection is made from the entire set $\mathcal{B}$. This results in the probability of two unmatched agents being selected, as expressed in Eq. (4).

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{4}
\end{equation*}
$$

To find the probability of event $e_{4}$ of Better proposal A, we first have to take the probability of selecting a matched agent from $\mathcal{A}$. Then the selected agent $a_{i}$ will randomly select an agent from the set of better matches on its preference list. The matching is successful only if the selected agent from $\mathcal{B}$ side finds $a_{i}$ acceptable as well. This means, by definition, that the two agents have to form a blocking pair. With $\tilde{\rho}_{i}$ we count the number of blocking pairs with another matched agent from $\mathcal{B}$ for agent $a_{i}$. This results in probability for event $e_{4}$ as in Eq. 5.

$$
\begin{equation*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right) \tag{5}
\end{equation*}
$$

Better proposal When an agent from either side can act as a proposer, we only need to weigh the proposers selection probabilities by the size of the respective agent-sets. For the probability of event $e_{1}$, this would result in Eq. (6), which simplifies to the same result as (4).

$$
\begin{align*}
\widehat{P\left(e_{1}\right)} & =\left(\frac{n_{A}}{n_{A}+n_{B}}+\frac{n_{B}}{n_{A}+n_{B}}\right)\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \\
& =\left(1-\frac{s}{n_{A}}\right)\left(1-\frac{s}{n_{B}}\right) \tag{6}
\end{align*}
$$

The probability of event $e_{4}$ for Better proposal behaviour is again similar to the Better proposal A . We first take the probability of selecting a matched agent from either from $\mathcal{A}$ or $\mathcal{B}$. If the proposing agent is selected, then selecting an accepting responder has the same probability as (5), but over all of the agents in $\mathcal{A} \cup \mathcal{B}$, which results in total probability as in Eq. (7).

$$
\begin{align*}
\widehat{P\left(e_{4}\right)}= & \frac{n_{A}}{n_{A}+n_{B}}\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right) \\
& +\frac{n_{B}}{n_{A}+n_{B}}\left(\frac{s}{n_{B}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in B} \frac{\tilde{\rho}_{i}}{r(\mu(i))}\right) \\
= & \frac{1}{n_{A}+n_{B}} \sum_{i \in \mu} \frac{\tilde{\rho}_{i}}{r(\mu(i))} \tag{7}
\end{align*}
$$

Blocking proposal A The probability of event $e_{1}$ depends on selecting an unmatched agent $a_{i}$ from $\mathcal{A}$ and then agent $a_{i}$ selecting an unmatched agent from among its blocking pairs. On average, this results in probability as in Eq. (8). When all agents have full preference lists, we could simplify even further with $\bar{\rho}_{i}=n_{B}-s$ as all unmatched B agents would be blocking pairs for any unmatched A agent.

$$
\begin{equation*}
\widehat{P\left(e_{1}\right)}=\left(1-\frac{s}{n_{A}}\right)\left(\frac{1}{n_{A}-s} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}}\right)=\frac{1}{n_{A}} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}} \tag{8}
\end{equation*}
$$

Similarly the probability of event $e_{4}$ depends on selecting a matched agent $a_{i} \in \mathcal{A}$ and this agent $a_{i}$ selecting a blocking pair with a matched agent from among all blocking pairs, including the ones with and unmatched agent. This results in probability as in Eq. (9).

$$
\begin{equation*}
\widehat{P\left(e_{4}\right)}=\left(\frac{s}{n_{A}}\right)\left(\frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}}\right)=\frac{1}{n_{A}} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}} \tag{9}
\end{equation*}
$$

Blocking proposal Similarly to the Better proposal behaviour, we need to weigh the probabilities in Eqs. (8) and (9) against the probabilities of selecting an agent either from $\mathcal{A}$ or $\mathcal{B}$. This results in probabilities as in Eqs. (10) and (11) for $e_{1}$ and $e_{4}$ respectively.
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$$
\begin{align*}
\widehat{P\left(e_{1}\right)}= & \frac{n_{A}}{n_{A}+n_{B}}\left(1-\frac{s}{n_{A}}\right) \frac{1}{n_{A}-s} \sum_{i \notin \mu, i \in A} \frac{\bar{\rho}_{i}}{\rho_{i}} \\
& +\frac{n_{B}}{n_{A}+n_{B}}\left(1-\frac{s}{n_{B}}\right) \frac{1}{n_{B}-s} \sum_{i \notin \mu, i \in B} \frac{\bar{\rho}_{i}}{\rho_{i}} \\
= & \frac{1}{n_{A}+n_{B}} \sum_{i \notin \mu} \frac{\bar{\rho}_{i}}{\rho_{i}}  \tag{10}\\
\widehat{P\left(e_{4}\right)}= & \frac{n_{A}}{n_{A}+n_{B}} \frac{s}{n_{A}} \frac{1}{s} \sum_{i \in \mu, i \in A} \frac{\tilde{\rho}_{i}}{\rho_{i}}+\frac{n_{B}}{n_{A}+n_{B}} \frac{s}{n_{B}} \frac{1}{s} \sum_{i \in \mu, i \in B} \frac{\tilde{\rho}_{i}}{\rho_{i}} \\
= & \frac{1}{n_{A}+n_{B}} \sum_{i \in \mu} \frac{\tilde{\rho}_{i}}{\rho_{i}} \tag{11}
\end{align*}
$$

In Figs. 4 and 5, we compare the results of the probabilistic matching estimations from the structural properties of the matchings $P(\cdot)$ from the specified equations and actual observed probabilities $P(\cdot)$ from computational experiments. The figures show the average difference in these probabilities with $99 \%$ confidence bounds on normal distributions. We see that with all the behaviours, the statistical difference between the estimated and observed probabilities is close to zero and is always within the $99 \%$ bound (Figs. 4, 5). This indicates that the structural properties of the matchings are as expected.

In Fig. 6 we investigate the convergence of the matching process. The process converges when $\Delta s=P\left(e_{1}\right)-P\left(e_{4}\right) \rightarrow 0$. This figure demonstrates that the difference $P\left(e_{1}\right)-P\left(e_{4}\right) \approx 0$ is statistically within the $99 \%$ confidence bound. This is not to say that the matching freezes. There are still new matches made as well as broken. Rather the statistical properties of the matching, in terms of size, distribution of obtained rank, and the distributions of blocking pairs, converge and become stationary.


Fig. 5 Comparison of expected and experimental probabilities of event $e_{4}$


Fig. 6 Statistical difference in $P\left(e_{1}\right)$ and $P\left(e_{4}\right)$

### 3.3 Beveridge curve and the movement along the curve

We look at the Beveridge curve without any structure in preferences, that is $c=0.0$ and $k=1.0$. Figure 7 contains data points for all six of the behaviours.

The thickness $(\theta)$ of the market sides determines where on the Beveridge curve the steady-state of the matching is situated. In Fig. 7 the lines represent some examples of market thickness. When the market is thick, i.e. we have equal number of agents on both sides $(\theta=1.00)$, the result will lie on the 45 degree line. When the market is biased toward one or the other side, we move along the Beveridge curve to the upper left or lower right. Different values for thickness can be considered the effects of outside influences, e.g. economic state that influence the job destruction and creation rates. So the curve is the result of out-of-equilibrium state of the wider marker.


Fig. 7 Beveridge curves

Contrary to intuition, in Fig. 7, we see that the noise behaviour produces Beveridge curves closest to the origin, compared to the more informed behaviours. The largest, closest to the origin, matching outcome is obtained when agents behave randomly in the market, as in the two Noise proposal behaviours. Moreover, it is not relevant how the proposing power is distributed, shared by both sides or concentrated on one side, however, the results are the same on average. It has to be stressed that the size of the matching is much smaller when agents exhibit more informed behaviours. By proposing to more preferred agents (Better proposing behaviours) or to agents proposers know will accept (Blocking proposing behaviours) lead to more re-matches and breaking existing ties. This is the result of a matching transaction being much more likely in the latter two cases than with noisy proposals. Furthermore, each time a re-matching occurs potentially two existing matches are broken, which results in a lower overall size of the matching. In all behaviours, when two unmatched agents meet they would be matched thus increasing the overall matching, however, better informed agents make many more swaps of their partner and reach a steady-state with a smaller size.

It is also clear that in any of the mechanisms, which side proposes selection does not affect the size of the match. This might be an indication of the fact that being a proposer is not that relevant in large markets, as has been also discovered in large centralised matching markets (Roth and Peranson 1999; Immorlica and Mahdian 2015).

Depending on market thickness, the ratio of free agents is higher on the larger side on the market. In case of Better and Blocking response behaviours, the change in free agents depends linearly on market thickness. In the case of the zero-intelligence Noise proposing behaviour, the relation of the number of free agents with thickness is not


Fig. 8 Beveridge curve and correlation in preferences $c$


Fig. 9 Beveridge curve and length of preferences $k$
linear, but is akin to a square root function. So the size of the matching increases faster with Noise proposing behaviour when the market is becoming thicker $(\theta \rightarrow 1.00)$ compared to other behaviours.

### 3.4 Shifts in the Beveridge curve

The Beveridge curve is concerned with the size of the matching. Most empirical curves show a relationship between unemployment and vacancies, and it is never the case that neither of them is zero. This is usually attributed to the structural properties of preferences-some workers are not suitable for some jobs. We observe a similar effect of having structure in preferences. In addition, we show that the shift can also be the effect of search behaviour.

It has been long assumed that shifts of the Beveridge curve are due to the structure of preferences in the labour market (Abraham and Katz 1986; Blanchard et al. 1989; Mortensen and Pissarides 1999; Sahin et al. 2014): namely, where workers can and would like to work, and similarly who the employers would like to hire. If agents are low on the preference lists for every position or not on the list at all, it is very hard for them to find a match.

We model the preferences of the agents in terms of correlation $c$ in a society and the length $k$ of the preference lists. Both these factors play a significant role in how good, large, the match is. In the experiments in Figs. 8 and 9, we vary $c$ and $k$ simultaneously to understand their interaction effects. If preference lists are very correlated (Fig. 8), the matching tends to be small, which is also the case when the lists are short (Fig. 9). However, it also appears that either of these features can determine the location of the Beveridge curve on its own. Conversely to the trend even when the lists are short, but with low correlation, large matches can result. This can also occur when the lists


Fig. 10 Beveridge curve and maximum potential matching
are long and correlation is high. Naturally, with long lists and low correlation, the matching is the largest. So the relationship in preference list parameters ( $c$ and $k$ ) and the size of the matching is not straightforward.

To simplify thinking about the structural properties of the preferences of agents, we use the maximum potential matching to determine the effect of correlations and limited lists on a matching. The maximum potential matching is computed using the Hopcroft-Karp algorithm (e.g. Cormen et al. 2004, p. 696) in networkX library (Hagberg et al. 2008). This matching is then compared to the maximum matching with no correlations or limits on preferences and this comes down to the number of agents in the smaller side of the market. Thus, when $n_{A}=1000$ and $n_{B}=500$, the maximum matching can be $s_{m}=500$. However, this can never be obtained because the preferences are somewhat structured. The maximum matching returns the size that can be obtained given the preference structure-the potential size $p_{m}$. Figure 10 looks at the effect of $\varphi=\frac{p_{m}}{s_{m}}$ on the Beveridge curve. We see that $\varphi$ is close to 1 when we find a large matching with ZI and close to 0 when the matching with ZI is small. The latter may reflect certain skill mismatches in the market similarly to the established stylised facts in macroeconomic literature.

### 3.5 Effect of a re-matching friction

The main effect of the behaviours on the size of the matching originates from the differences in probabilities that a transaction ends with a successful re-matching. In the Noise proposal behaviour, a pair of agents is randomly selected, whereas in Better and Blocking proposal behaviours, only the agent on one side is randomly selected. In the latter two, the randomly selected agent only makes proposals that they already find acceptable. ZI-agents make proposals to random agents from the other side of the market and learn its ranking during the transaction. Thus, they might eventually reject the match.

Therefore, to disentangle the effect of the Noise proposal behaviour in a comparative context, we tweak our model slightly by adding an friction timer $\tau$ to an individual match. This would lower the probability of a transaction to result in a successful rematch. We investigate the friction effect with preferences, where $c=0.0$ and $k=$ $100 \%$. A new matching is only accepted, when the timer condition is satisfied for both agents forming a match. We implement three types of friction timers:


Fig. 11 Beveridge curve of lazy agents


Fig. 12 Beveridge curve of patient agents


Fig. 13 Beveridge curve of greedy agents

1. After making a new match lazy agents wait for $\tau$ iterations before accepting a new offer;
2. After making a new match patient agents wait for $\tau$ proposals before accepting a new offer;
3. After making a new match greedy agents accept only matches that are $\tau$ positions higher than their current match.

In Figs. 11, 12 and 13 we show the results of lazy, patient and greedy agents respectively. In our experiments the friction is fixed for all agents. We see that by introducing frictions to agents before allowing them to be re-matched, the resulting match becomes larger and the Beveridge curve shifts closer to the origin. This is true for all our modelled behaviours. However, the effect is significantly greater for Better and Blocking proposal behaviours with lazy and patient agents (Figs. 11, 12). This is caused by the initial lower re-matching probability already present in frictionless Noise proposal behaviour. Moreover, the types of frictions cause some overlap. In frictionless Better and Blocking proposal behaviour, once a pair of agents was selected, the rematching probability was higher compared to the Noise proposal, so the effect of the friction is also greater.


Fig. 14 Median rank for A-side lazy agents

For lazy and patient agents, the effects of the friction are similar. For a patient agent to re-match, they would have to be selected on $\tau$ occasions, whereas a lazy agent would have to wait for $\tau$ iterations. If the selection probabilities of an agent are the same in both cases, it should be straightforward to scale the results of lazy agents to the matching size of patient agents.

Furthermore, regarding patient (Fig. 12) and greedy (Fig. 13) agents with large $\tau \approx 100$, the resulting Beveridge curve is close to the origin for all behaviours. With a slightly unbalanced market, the number of free agents on the smaller side becomes effectively zero.

The greedy agent type of friction with smaller values for $\tau$ does not significantly improve the size of the matching (Fig. 13). Greedy agents accept a re-match only when it improves their position by at least $\tau$ ranks. They would still accept any match if they were unmatched. Similarly to behaviours without the frictions, the Better and Blocking proposal behaviours still result in more unmatched agents than the Noise proposal, as agents would tend to accept proposals more often. Also, the probability of selecting a match for a greedy agent that is a $\tau$-improvement over their current match appears high for the selected $\tau$ as the size of the matching does not increase significantly (Fig. 13).

However, the effect of these frictions is not all positive. The re-matching friction increases the size of the matching, but decreases the rank of the matched agents. In Fig. 14 we show the results of the median rank $\left(\tilde{r}_{a}\right)$ over matched agents from the lazy agent experiments, weighted by the length of the preference list $\left(n_{b}\right)$. So we see the relative matched median rank as a percentage over the agents' entire preference list, where a lower value indicates that the median agent has a more preferred match. First, we observe that with the Noise Proposal behaviour and minimal friction the median rank is in about top $20 \%$ position. And surprisingly slightly higher with Blocking Proposal. However, when only A-side has proposing power this side achieves better median rank. When we increase the waiting time the median rank always worsens and the effect is more pronounced in the Blocking Proposal A behaviour.

The re-matching friction also has significant interaction effect with market thickness $(\theta)$. With noisy behaviour the agents on the smaller side have the power to get matched to more preferred agents, regardless of the friction. However, with Blocking Proposal behaviour the effect depends on who is on which side. For agents on the larger side, the friction has an adverse effect, i.e. the median agent has a less preferred match. Conversely, for agents on the smaller side $(\theta>1.0)$, the longer waiting time will result in more preferred matches.

As friction waiting times decrease the expected matched rank of an agent, it might not be rational for agents to participate in such a market. So market participants would advocate for lowering friction, for the reward of being better matched. However, they would also taking an additional risk of being left unmatched.

## 4 Conclusion and discussion

Recent contributions to the economists' understanding of the micro-foundations of the Beveridge curve have enriched the early work of Blanchard et al. (1989). However, substantial gaps remain in our understanding of both the impact of the matching technology as well as the process of including mechanisms which affect the Beveridge curve. Thus, we contribute to this research gap by studying the micro-foundations underlying the Beveridge curve.

We translated the framework of Diamond-Mortensen-Pissarides to an agent-based model, with the intention of explaining both the movements along the Beveridge curve and the shifts (location) of the curve itself. Our simple model shows a two-sided decentralized market game with three key determinants-preferences, information and market conditions. Thus, it may be argued that instead of explicitly modelling labour market institutions, we implicitly include features of institutions by modelling the various behaviours of agents. Our agents can have degrees of heterogeneous or completely homogeneous preferences. The structure of the preferences indicates a notion associated with the possible mismatch of the skills of workers across jobs. There might be high demand for the same jobs and same workers, which form the source of the mismatch. We have multiple approaches to model preferences. Firstly, agents can be heterogeneous with random preferences and full-length preference lists. Secondly, preferences can be correlated to some degree which is common to all agents. Thirdly, the length of the preference list of the agents can vary, which indicates that not all positions are acceptable or not all agents are suitable for certain positions. This allows us to model the limitations of structural unemployment.

The cornerstone of our analysis is our assumption about information. Information determines how the market game is played. Generally our agents are myopic-at each stage of the game, they make random decisions and accept better proposals without any alternative strategic thinking. Agents do not learn. However, we studied different behavioural models. In our initial Noise proposal (zero-intelligence) model, agents make random proposals. For comparative purposes, we constructed two alternative decision models-the Better proposal and the Blocking proposal model. In the Better proposal model, agents randomly make proposals only to a more preferred agent than their current match. In the Blocking proposal model, agents only make proposals to a random blocking pair, indicating that the proposal is always accepted.

Through the computational experiments, we found the aggregate number of vacancies and unmatched agents which constitute the Beveridge curve. We have three relevant agent related dimensions that explain the position of the curve and/or the current position along the curve-the correlation of preferences, the length of the preference lists, and the assumptions about the decision-making mechanisms of the agents. For comparative statics, we first showed that low correlation (heterogeneous agents)
will shift the Beveridge curve downward and long lists of preferences have a similar effect. We also observed that the assumptions about the decision-making behaviour affect the location of Beveridge curve considerably. Noise proposing models shift the Beveridge curve toward the origin compared to the Better or Blocking proposal models. This insight can be interpreted in light of the search and wait unemployment concept-zero-intelligence agents make random proposals that are not always accepted, while more advanced players make better proposals, thus resulting in a better match for the agent, but smaller matching overall.

In addition, we were interested in the effect of market thickness. This is the indicator for measuring the balance between market sides, i.e. equal number of jobs (agents) and worker agents indicates a thicker market. We demonstrated that thickness affects movement along the Beveridge curve. For instance, in the case of random preferences, we move right-down along the curve if there is an decreasing number of positions (job offerors) compared to agents (job seekers). This shows that the Beveridge curve is mostly the result of out-of-equilibrium dynamics in interrelated markets, affecting job creation and destruction rates. It appeared that regarding the Better and Blocking proposal mechanisms, changing market thickness simply means shifting the number of free agents or positions from one side of the market to the other. On the other hand, when agents make proposals randomly and market thickness becomes closer to one, the decrease in the rate of free agents is not linear, but a square root of free agents from the other side. Therefore, each additional position has a larger effect than one additional match, meaning that it creates opportunities for more agents to be matched. As the Better and Blocking proposals implicitly model search institutions, e.g. job hunters, it seems that these have a decreasing effect on employment.

The investigation of Noise behaviour revealed that the decreasing effect on unemployment and vacancies is related to limiting the probability of re-matches. Additional experiments showed that by enforcing some obstacle, friction, on the termination of the contract brings the Beveridge curve closer to the origin. These frictions might also have a basis from human psychology, as a sense of duty might limit an agent's willingness to terminate an existing contract. The longer the obstacle lasts, the closer to the origin the Beveridge curve locates. However, we also saw that frictions affect the matched rankings, i.e. with stronger friction the expected matched rankings decrease. Balancing the number of matched agents and their matched rank remains for further research.

Our approach had several simplifying assumptions: no transaction costs, no search and matching costs, no agency, homogeneous behaviour, and no dynamics (behaviour learning, new agents or change in preferences). Despite this, we open a path of research in agent-based modelling in order to contribute to the search and matching literature. Modelling matching technology by including some kind of a job board or alternative agency to the agent-based model remains a challenge for the future research.

Acknowledgements We thank Péter Biró for helpful comments during the early stages of this work and also the participants of the Santa Fe Institute Complex Systems Summer School 2015 for fruitful discussions. We are also grateful of constructive feedback from two anonymous referees, based on which the paper was significantly improved.

## References

Abraham K, Katz LF (1986) Cyclical unemployment: sectoral shifts or aggregate disturbances? J Polit Econ 94(3):507-522
Ackermann H, Goldberg PW, Mirrokni VS, Röglin H, Vöcking B (2008) Uncoordinated two-sided matching markets. In: Proceedings of the 9th ACM conference on Electronic commerce. ACM Press, New York, pp 256-263
Ashlagi I, Kanoria Y, Leshno JD (2013a) Unbalanced random matching markets. In: Proceedings of the fourteenth ACM conference on Electronic commerce. ACM Press, New York, pp 27-28
Ashlagi I, Kanoria Y, Leshno JD (2013b) Unbalanced random matching markets: the stark effect of competition. http://web.mit.edu/iashlagi/www/papers/UnbalancedMatchingAKL.pdf. Accessed 14 Sept 2016
Biró P, Norman G (2012) Analysis of stochastic matching markets. Int J Game Theory 42(4):1021-1040
Blanchard OJ, Diamond P, Hall RE, Yellen J (1989) The Beveridge curve. Brook Pap Econ Act 1(1989):1-76
Boudreau JW (2010) Stratification and growth in agent-based matching markets. J Econ Behav Organ 75(2):168-179
Boudreau JW, Knoblauch V (2010) Marriage matching and intercorrelation of preferences. J Public Econ Theory 12(3):587-602
Caldarelli G, Capocci A (2001) Beauty and distance in the stable marriage problem. Phys A 300(1-2):325331
Chen SH, Tai CC (2010) The agent-based double auction markets: 15 years on. In: Takadama K, CioffiRevilla C, Deffuant G (eds) Simulating interacting agents and social phenomena, chap 9. Springer, Tokyo, pp 119-136
Cormen TH, Leiserson CE, Rivest RL, Stein C (2004) Introduction to algorithms, 2nd edn. MIT Press, Boston
Dawid H, Gemkow S, Harting P, Hoog SVD, Neugart M (2014) An agent-based nacroeconomic nodel for economic policy analysis: the Eurace@ unibi model. Working papers in economics and management 01-2014
Deissenberg C, van der Hoog S, Dawid H (2008) EURACE: a massively parallel agent-based model of the European economy. Appl Math Comput 204(2):541-552
Diamantoudi E, Miyagawa E, Xue L (2015) Decentralized matching: the role of commitment. Games Econ Behav 92:1-17
Echenique F, Wilson AJ (2009) Clearinghouses for two-sided matching: an experimental study. Social science working paper 1315. California Institute of Technology
Echenique F, Yariv L (2013) An experimental study of decentralized matching. http://people.hss.caltech. edu/\%7Elyariv/papers/ExpDecentralizedMatching.pdf. Accessed 25 May 2016
Eriksson K, Häggström O (2007) Instability of matchings in decentralized markets with various preference structures. Int J Game Theory 36(3-4):409-420
Fagiolo G, Dosi G, Gabriele R (2004) Matching, bargaining, and wage setting in an evolutionary model of labor market and output dynamics. Adv Complex Syst 07(02):157-186
Farmer JD, Patelli P, Zovko II (2005) The predictive power of zero intelligence in financial markets. Proc Natl Acad Sci 102(6):2254-2259
Gabriele R (2002) Labor market dynamics and institutions: an evolutionary approach. LEM working paper series 2002/07
Gale D, Shapley LS (1962) College admissions and the stability of marriage. Am Math Mon 69(1):9-15
Gode DK, Sunder S (1993) Allocative efficiency of markets with zero-intelligence traders: market as a partial substitute for individual rationality. J Polit Econ 101(1):119-137
Guerrero OA, Axtell RL (2011) Using agentization for rxploring firm and labor dynamics. In: Emergent results of artificial economics. Springer, Berlin, chap 12, pp 139-150
Guerrero OA, Axtell RL (2013) Employment growth through labor flow networks. PLoS ONE 8(5):e60808
Haeringer G, Wooders M (2011) Decentralized job matching. Int J Game Theory 40(1):1-28
Hagberg AA, Schult DA, Swart PJ (2008) Exploring network structure, dynamics, and function using networkX. In: Varoquaux G, Vaught T, Millman J (eds) Proceedings of the 7th python in science conference, Pasadena, pp 11-15
Hoefer M, Wagner L (2012) Locally stable matching with general preferences. http://arxiv.org/abs/1207. 1265. Accessed 22 Aug 2016

Immorlica N, Mahdian M (2015) Incentives in large random two-sided markets. ACM Trans Econ Comput 3(3):1-25
Knuth DE (1976) Mariages stables. Les Presses de l’Université de Montréal, Montréal
Knuth DE (1997a) Seminumerical algorithms, 3rd edn. Addison-Wesley, Reading
Knuth DE (1997b) Stable marriage and its relation to other combinatorial problems. American Mathematical Society, Providence
Ladley D (2012) Zero intelligence in economics and finance. Knowl Eng Rev 27(02):273-286
Laureti P, Zhang YC (2003) Matching games with partial information. Phys A 324(1-2):49-65
Mortensen DT, Pissarides CA (1999) Job reallocation, employment fluctuations and unemployment. In: Taylor JB, Woodford M (eds) Handbook of macroeconomics, vol 1. North Holland, Amsterdam, chap 18, pp 1171-1228
Neugart M (2004) Endogeneous matching functions: and agent-based computational approach. Adv Complex Syst 07(02):187-201
Neugart M, Richiardi M (2012) Agent-based models of the labor market. Laboratorio Riccardo Revelli working paper no. 125
Niederle M, Yariv L (2009) Decentralized matching with aligned preferences. NBER working paper series 14840
Pais J (2008) Incentives in decentralized random matching markets. Games Econ Behav 64(2):632-649
Petrongolo B, Pissarides CA (2001) Looking into the black box: a survey of the matching function. J Econ Lit 39(2):390-431
Riccetti L, Russo A, Gallegati M (2015) An agent based decentralized matching macroeconomic model. J Econ Interact Coord 10(2):305-332
Richiardi M (2004) A search model of unemployment and firm dynamics. Adv Complex Syst 07(02):203221
Richiardi M (2006) Toward a non-equilibrium unemployment theory. Comput Econ 27(1):135-160
Roth AE (2008) Deferred acceptance algorithms: history, theory, practice, and open questions. Int J Game Theory 36(3-4):537-569
Roth AE, Peranson E (1999) The redesign of the matching market for American physicians: some engineering aspects of economic design. Am Econ Rev 89(4):748-780
Roth AE, Sotomayor MAO (1990) Two-sided matching: a study in game-theoretic modeling and analysis. Cambridge University Press, Cambridge
Roth AE, Vate JHV (1990) Random paths to stability in two-sided matching. Econometrica 58(6):14751480
Sahin A, Song J, Topa G, Violante GL (2014) Mismatch unemployment. Am Econ Rev 104(11):3529-3564
Shimer R (2013) Job search, labour force participation, and wage rigidities. In: Acemoglu D, Arellano M, Dekel E (eds) Advances in economics and econometrics: theory and applications: tenth world congress, chap 5. Cambridge University Press, New York, pp 197-234
Silva ST, Valente JMS, Teixeira AAC (2012) An evolutionary model of industry dynamics and firms' institutional behavior with job search, bargaining and matching. J Econ Interact Coord 7(1):23-61
Tassier T, Menczer F (2008) Social network structure, segregation, and equality in a labor market with referral hiring. J Econ Behav Organ 66(3-4):514-528
Veracierto M (2011) Worker flows and matching efficiency. Econ Perspect 35(4):147-169
Zhang YC (2001) Happier world with more information. Phys A 299(1-2):104-120
Zhou B, He Z, Jiang LL, Wang NX, Wang BH (2014a) Bidirectional selection between two classes in complex social networks. Sci Rep 4:7577
Zhou B, Qin S, Han XP, He Z, Xie JR, Wang BH (2014b) A model of two-way selection system for human behavior. PLoS ONE 9(1):e81424

## D Publication 4

Veski, A. and Põder, K. (2016). Strategies in Tallinn school choice mechanism. Research in Economics and Business: Central and Eastern Europe, 8(1):5-24

# Strategies in the Tallinn School Choice Mechanism 

Andre Veski<br>Tallinn University of Technology, Estonia<br>Address: Akadeemia tee 3, 12618 Tallinn, Estonia<br>E-mail: andre.veski@ttu.ee<br>Kaire Põder<br>Estonian Business School, Estonia<br>Address: Lauteri 3, 10114 Tallinn, Estonia<br>E-mail: kaire.poder@ebs.ee


#### Abstract

In the first 20 years of the market economy in Estonia, the public school market was decentralised in Tallinn. Recently, a hybrid market was established by centralising the school allocations to comprehensive schools and also allowing some selective schools to autonomously select students for some groups. We contribute to mechanism design literature by studying the centralised clearing-house used in Tallinn - the Tallinn mechanism. By using genetic algorithms, we show that, the Tallinn mechanism incentivises families to manipulate their preference revelation by reporting only a few schools and not always from the top of their preference list. Also we see that the expected utility in the Tallinn mechanism is higher compared to the widely used Deferred-Acceptance mechanism, although the number of unassigned students is also higher.
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## 1. Introduction

In recent years, economists have gained significant experience (and fame) in practical market design. The applications of the theoretical principles of market design demonstrate that institutions matter at a level of details that economists have not often had to deal with. Much of this research is based on the seminal papers by Gale and Shapley (1962) that were initially used for entry-level job markets, such as the National-Resident Matching Program and others (Roth, 2008). The core of the curriculum is to apply a central mechanism that collects information from a market participant as ordered preferences and finds the allocation that has some merits. This approach has recently been very fruitful in many reallife resource allocation problems in public good provision (Milgrom, 2000; McAfee, Preston and Mcmillan, 1996) and also high school (college) allocation problems (Abdulkadiroğlu et al., 2005a, b; Abdulkadiroğlu and Sönmez, 2003; Balinski and Sönmez, 1999; RomeroMedina, 1998). Moreover, significant research has recently been carried out to explore the allocation of school seats to students in primary (e.g. Abdulkadiroğlu et al., 2006, 2011; Dur et al., 2013), secondary (Dur et al., 2013) as well as upper-secondary schools (Abdulkadiroğlu et al., 2015, 2009). In this agenda, two-sided matching markets are used as in the "marriage problem" to solve "the college admission problem" and some striking results concerning agent incentive schemes have recently been obtained (Abdulkadiroğlu et al., 2011; Abdulkadiroğlu and Sönmez, 2003; Pathak and Sönmez, 2013, 2008; Erdil and Kumano, 2013; Erdil and Ergin, 2008). In the case of two-sided markets it has been shown (Roth, 1982) that only a limited number of stable matching procedures exists to form a dominant strategy for families to reveal their true ordered preferences.

The existing matching mechanism literature is growing, not only in terms of new cases and designs, but also by adding new problematic design areas; that is, encouraging diversity with the use of quotas or priority classes that in many cases can fail to enforce social justice (Dur et al., 2013; Kominers and Sönmez, 2013; Fragiadakis and Troyan, 2013; Erdil and Kumano, 2013). However, to the best of our knowledge, there is no literature dealing with post-communist school allocation mechanisms. Our experience indicates that in the Soviet era, mechanisms were widely in use in many spheres; for example, the allocation of university graduates or university choice. One common characteristic of the communist mechanisms was the school-proposing nature while the submitted preferences were marginally considered. The latter has not diminished its prevalence - many applications in two sided markets are still initiated by the "stronger side" and have no welfare considerations.

We are contributing to the matching research agenda by studying the Tallinn school choice mechanism (Tallinn mechanism hereinafter). Notably, Soviet-style central matching was abandoned in the Tallinn school market during the liberal reforms after the 90 s and substituted by decentralised or semi-centralised designs. Over the last few years, central matching has been reintroduced in the Tallinn school market for allocating children to primary schools. Through trial and error, local policy-designers established the Tallinn mechanism as a central marketplace in 2012. This mechanism has specific characteristics in addition to the school proposing nature. First, students are prioritised according to distance from the school. Second, families can submit three unordered preferences. Third, the mechanism uses immediate acceptance (Boston).

As with the shortcomings of the Boston mechanism, which has created a rule of thumb for submitting the preferences strategically (Ergin and Sönmez, 2006; Pathak and Sönmez,

2008; Pathak and Shi, 2013; Abdulkadiroğlu et al., 2011), we show there are similar rules of thumb for manipulation under the Tallinn mechanism. In the Boston mechanism there are different levels of sophistication among families who participate in the mechanism; that is, one strategy was to avoid ranking two over-demanded schools as their top choices or an unsubscribed school or popular school was recommended to be put as the first choice plus a "safe" second choice. Hence, as Pathak and Sönmez (2008) showed that the Boston mechanism is a coordination game among sophisticated families. Thereby "levelling the playing field" by diminishing the harm done to families, who do not strategise or do not strategise well, is emphasised as a condition for designing the new mechanism. Similarly, we introduce the Tallinn mechanism as a sophisticated game. We ask how many preferences it is rational to report under such a mechanism and whether families reveal their true top preferences or manipulate in both dimensions - report only a limited number of preferences which might not be at the top of their preference lists. In addition, we ask whether this behaviour is dependent on their preference structure - the functional form of their estimated cardinal utility function. The latter allows us to show whether the strategy of revealing preferences is dependent on the relative cardinal measure of utility from first, second etc. preference - which can be considered a measure of marginal utility. Moreover, we are interested in social inefficiencies defined as the difference between individual allocated ranks and unassigned families under the Tallinn mechanism compared to the DeferredAcceptance mechanism.

Our research design is based on computational experiments. For descriptive analysis, we use data from the centralised database, e-school. The e-school database is an electronic register, where approximately 40007 -year-old children with a known home address annually list their school preferences. The rest of our data is synthetic. Our research strategy is the following. After descriptive stylised facts, we use genetic algorithms to find the best strategies for revealing the preferences of families. We illustrate the results by indicating the extreme cases of utility function - utility over preferences might be uniform or extreme; in other words, might all be concentrated on the first preference. We use genetic algorithms to find good strategies for maximising utility for the families. Family agents optimise strategies by observing their allocation and the obtained utility.

We continue as follows. First, we describe the broader Tallinn school market, then the concrete mechanism used by the Tallinn education administration - the Tallinn mechanism. In section 3, we describe the preference generation, the utility function and genetic algorithms. In section 4, we describe the results of the parental strategies and the obtained allocation after revealing what and how much to report to the central marketplace. Finally, we conclude by highlighting the policy implications for Estonia and for other decentralised and centralised markets.

## 2. Background: Tallinn School Market

Over the years, some schools in Tallinn have become over-subscribed. These selective schools have inter-district admissions to primary school and have all introduced aptitude entrance tests (hereinafter exam schools). For intra-district comprehensive schools (hereinafter regular schools), the tradition has been a central or semi-central catchmentbased allocation based on an application (single preference or multiple preferences) from the
family. Rejected offers were not treated centrally - each school and student should find the match independently.

The admission process for the exam schools takes place between January and March. We note that it has been shifting from March (in 2012) to February (in 2013) and even to January (in 2014). The second stage (in the Tallinn mechanism) in regular schools starts on 1st of March with the submission of an electronic application to the e-school register. Central but manual entries are made by 25 May. By 10 June, parents must either accept or decline offers. There is a later decentralised round of applications for additional vacant positions after 15 June.

To make the entire school choice procedure more transparent, we highlight the following steps:

1. Students are assigned to exam schools based on the proposing Deferred-Acceptance (DA) mechanism of decentralised schools
2. The remaining students are centrally assigned to regular schools based on the Tallinn mechanism
3. Unassigned students are assigned to the closest schools potentially rejecting an already assigned student. Some students might be assigned to a school they did not apply to. This continues until all students are assigned.
4. Students can reject their assigned position. Once the rejection/acceptance deadline has passed, schools can autonomously accept students for any available positions.
Therefore, the hybrid structure of the Tallinn school market consists of exam schools (decentralised matching), the Tallinn mechanism (central matching) and the final decentralised round. We are only interested in the Tallinn mechanism.

### 2.1. Tallinn Mechanism

The Tallinn mechanism governs only the central admission procedure to all municipal primary schools. These schools rely on the following procedural steps. First, families submit an application where they list up to three schools. Then the seats are allocated based on the following procedure:

0 . Look at the schools in a random order. Each student is only considered for the school to which the family applied.

1. Allocate students to the first school for which they have high (siblings and distance- based) priority until the quota is full.
2. Allocate students that were not allocated before to the second school for which they have high priority until the quota is full.
...
k. Allocate students that were not allocated before to the k -th school for which they have high priority until the quota is full.

It is important to stress that regular school applications are limited to three options; in other words, the parent has the right to list three schools, but these are not considered in any particular order. The application can also contain information about siblings and the school(s) they attend. Centralised school priorities are considered based on the student's distance from the school (in metres) from the officially registered address.

Table 1: Number of Reported Preferences under the Tallinn Mechanism

| \# of prefs | 2011 | 2012 | 2013 |
| :---: | :---: | :---: | :---: |
| 1 | $52 \%$ | $74 \%$ | $76 \%$ |
| 2 | $18 \%$ | $15 \%$ | $14 \%$ |
| 3 | $11 \%$ | $11 \%$ | $9 \%$ |
| $>3$ | $18 \%$ | $0 \%$ | $0 \%$ |
| Mean | 2.2 | 1.4 | 1.3 |

Source: Authors' calculation

We use descriptive statistics to illustrate the micro-mechanism in Tallinn over three consecutive years - from 2011 to 2013. In 2011, the market was decentralised. However, applications were centrally collected without any upper limit on the submitted preferences. The Tallinn mechanism has been in use since 2012, limiting the amount of unordered preferences submitted to three (see Table 1).

This stylised fact illustrates the tendency to report a limited list. Most families submit only a single preference. However, there is no clear indication that parents do not manipulate as in the Boston mechanism and decide to reveal strategically lower preferences or "safe" choices. Therefore, we are interested in whether it is rational to report less than three preferences and what the rationality is of reporting truthful preferences.

### 2.2. Example of Deciding What to Report

We illustrate the choice set for parents using a simple extensive form game (Figure 1). In such a game, the parents in the starting node have three strategies - to report either 1,2 or 3 preferences. In the following subgames, the designer randomly allocates the student to the reported school or an outside option. In the final nodes, the utilities are reported by indicating the preference -1 stands for first preference and $\emptyset$ indicates the utility of the outside option. In the illustration below, we assume risk neutral agents.

Figure 1: Extensive Form Reporting Game


Source: Authors' illustration

Assume that we have two utility functions, where $k$ indicates a position in a preference list:

- $u_{1}(k)=0.358-0.025(k-1)$
- $u_{2}(k)=0.658-0.325(k-1)$

Then we obtain cardinal utilities for $k \in\{1,2,3\}$ as in Table 2.

Table 2: Utilities

| $k$ | $u_{1}(k)$ | $u_{2}(k)$ |
| :---: | :---: | :---: |
| 1 | 0.358 | 0.658 |
| 2 | 0.333 | 0.333 |
| 3 | 0.309 | 0.009 |

Source: Authors' calculation

Assuming the uniform probabilities of being unassigned or assigned to one of their preferences, as in Figure 1, we can compute the expected utilities for both utility functions and all cases of reported preferences. Notably, we do not take into account the demand for a school or the overall availability of places. Moreover, it is preferable to always report schools higher in the preference list, so we do not investigate cases where, for instance, only the second or third choice is reported, because the expected utility will definitely be lower. This might not be the case when the probabilities of being assigned to a particular school are not uniform.

We see that the probability of being left unassigned decreases as more preferences are reported, but so does the probability of getting a place in the most preferred school. The expected utilities for $u_{1}(k)$ are:

- for reporting one school $E_{1}\left[u_{1}(k)\right]=\frac{1}{2}(0.358+0)=.179$
- for reporting the first two schools $E_{2}\left[u_{1}(k)\right]=\frac{1}{3}(0.358+0.333)=.230$
- for reporting the first three schools $\mathrm{E}_{3}\left[u_{1}(k)\right]=\frac{1}{4}(0.358+0.333+0.309)=.250$

We see that reporting all three preferences maximised utility. With utility function $u_{2}(k)$ the expected utilities are:

- for reporting one school $E_{1}\left[u_{1}(k)\right]=\frac{1}{2}(0.658+0)=.329$
- for reporting the first two schools $E_{2}\left[u_{1}(k)\right]=\frac{1}{3}(0.658+0.333)=.330$
- for reporting the first three schools $\mathrm{E}_{3}\left[u_{1}(k)\right]=\frac{1}{4}(0.658+0.333+0.009)=.250$

As Figure 1 illustrates the game, where under the expected utility maximisation assumptions, parents obtain higher utility by reporting only one or two schools with $u 2(k)$.

We are interested in finding near-optimal strategies in large markets, where agents might have similar preferences or there are popular and over demanded schools. Additionally, the revealed demand also depends on the strategies of the agents and the revelation strategies depend on the revealed demand.

### 2.3. Deferred-Acceptance Mechanism

A widely used mechanism for school choice is the Deferred-Acceptance (DA) mechanism (Abdulkadiroğlu and Sönmez, 2003; Pathak and Sönmez, 2013). First introduced by Gale and Shapley (1962) it has been confirmed to be useful in many applications in matching residents to hospitals (Mullin and Stalnaker, 1952; Roth, 1984) and other labour market applications (e.g. Roth, 2008), students to schools (Abdulkadiroğlu et al., 2005a; Pathak and

Sönmez, 2013) and colleges (Abdulkadiroğlu et al., 2005a; Pathak and Sönmez, 2013) and probably more.

The DA mechanism has become so popular mainly due to two good properties it has: strategy-proofness and no justified envy (e.g. Abdulkadiroğlu and Sönmez, 2003). Strategyproof mechanisms always make it safe and in the families' best interests to report their true preferences. In an allocation with no justified envy, families never have an option to a more preferred school, because another family with a higher priority has already been assigned to that school. When there is no justified envy, the allocation is also called stable. While there can be multiple stable matchings, we usually aim to obtain student-optimal stable-matching (e.g. Abdulkadiroğlu and Sönmez, 2003), as that is the only way to guarantee strategyproofness. While there are other strategy-proof mechanisms, such as the Top Trading Cycles, this does not ensure that the final allocation is stable (e.g. Abdulkadiroğlu and Sönmez, 2003).

In general the Deferred-Acceptance works as follows:

1. All students are tentatively assigned to their first preference. If schools have more students assigned than places, they reject some students with lower priority.
2. All rejected students are tentatively assigned to their second preference. Again if schools have more students assigned than places, they reject some students with lower priority. Note that the school may reject students tentatively assigned in the previous round, if they have a lower priority than some new applicants.
k. In general, rejected students are tentatively assigned to their next preference. If a school has more students assigned than places then students with lower priority are rejected. The process continues until all students are assigned a place, or all preferences have been explored.
Due to its good properties, the DA is a good "ideal" model for our comparative welfare analysis. It allows us to show how final allocations differ under the Tallinn and DA mechanism.

## 3. Model

### 3.1. Environment

We are interested in understanding strategies in multiple environments. We characterise the environment with societal parameters (Tables 3 and 4) and the parameters of an individual. Societal parameters describe the number of schools, the number of exam (popular) schools, the correlation between ordered preferences, and so on. Exam schools exist because they are popular overall, so we consider them as a metaphor for globally popular schools. Moreover, in Tallinn, these schools are still allocated the most groups through the Tallinn mechanism.

We fix the number of schools, the number of places in a school and the number of students for all our experiments (Table 3). In addition, the maximum number of ordered preferences for each agent is fixed. We model families as agents. They are willing to apply to or can rank up to 15 schools at the most, although the utility from lower preferences is relatively small. This is partly driven by case specificities, as 15 was the maximum number of schools listed in the decentralised market in Tallinn in 2011. From those 15 ordered preferences, agents have to select three to report in the Tallinn mechanism.

We investigate societies, where agents can have random or spatially correlated preferences the latter indicates that schools nearby are more desired (Table 4). We also look at the effect of having the same set of popular schools - exam schools. In these societies, all agents would prefer exam schools, even if they are further away than the nearest regular schools. In the case of spatial preferences among exam schools, agents would still prefer schools nearby, and no other criteria matters. In each computational experiment, all these parameters are fixed. The priorities for schools are always spatial, distance based. Agents closer to a school have a higher priority in that school.

Table 3: Fixed Societal Parameters

| Parameter | Description |
| :---: | :---: |
| $k=15$ | Length of preference lists |
| $n=3000$ | Number of family agents |
| $m=50$ | Number of schools |
| $q j=60$ | Number of places in school $j$ |

Table 4: Variable Societal Parameters

| Parameter | Description |
| :---: | :---: |
| $c \in 0,1$ | Spatial correlation in preferences |
| $m_{e} \in\{0,10\}$ | Number of exam schools |

For each agent looking for a place at the school, we only have one parameter: the functional form of the utility function described by the parameter ( $\alpha$ ). The latter indicates the slope of the utility function. In each experiment, our agents are heterogeneous, so they have different values for the slope of the utility function.

### 3.2. Preferences

We assume that agents have strict preferences for schools. In the simplest case, preferences are random; in other words, each agent has a totally idiosyncratic preference ordering. In general, we can think of more structured preferences in a society, parametrised by the length of the preference list $(k)$ and the correlation between the preference lists (c). In our experiments, the preference lists are limited to $k=15$. Correlated preferences stem from a spatial preference ordering, and can also be considered 2D-Euclidean preferences (Bogomolnaia and Laslier, 2007). The degree of correlation is also the same for all agents, but the preference ordering is not necessarily identical when comparing two agents due to the spatial nature of preferences.

We generate the preferences using the Algorithm 1 with parameters $k, c$ and $m$. This algorithm is a modified version of a random permutation algorithm (Knuth, 1997, p. 145) to generate correlated preferences with parameter $c$. The algorithm starts with a master list of n numbers (agents). Then it iterates the list from beginning to end, each time at position j randomly selecting a position $q \in[j+1, n]$ to exchange values with. The correlation parameter c illustrates how biased the randomly selected position is; higher values indicate that the
exchange position is selected closer to the current position $j$. With $c=0.0$ the selection is uniformly probable over all positions, until finally at $c=1$ the exchange position is always the active position and all the generated lists are exactly the same. There is one global ordering of agents for each side of the market that is used for generating correlated preferences.

### 3.3. Utility Function

While agents have a preference ordering for schools, their behaviour might also be influenced by the cardinal utility they gain from assignment to the particular preference. A similar notion was illustrated by the reporting game in Section 2.2. In order to understand the behaviour with different cardinal valuations, we use exponentially declining utility over alternatives. When compared to consecutive schools $i$ and $i+1$, we assume that $\frac{u(i+1)}{u(i)}=1-\alpha$. Furthermore, we need to normalise the utility function such that $\sum_{i=1}^{k} u(i)=1$. The resulting form of the utility function is in (1), where $i \in\{1, \ldots, k\}$ is a position in the preference ordering.

## Algorithm 1 Correlated permutation

Require: $m, k=15, c \in[0,1]$
Ensure: p is a permutation of unique numbers

```
    \(p \leftarrow 1,2,3, \ldots, n, j \leftarrow 0\)
    while \(j<k\) do
        \(r \leftarrow[0.0,1.0]\) uniform random number between 0and 1
        \(q \leftarrow\left[m-(m-j) \cdot \mathrm{r}^{1-c}\right]\)
        \(t \leftarrow p_{q}, p_{q} \leftarrow p_{j}, p_{j} \leftarrow t\)
        \(j \leftarrow j+1\)
    end while
    return \(\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}\)
```

$$
\begin{equation*}
u(i)=\frac{\alpha(1-\alpha)^{\mathrm{i}-1}}{1-(1-\alpha) k} \tag{1}
\end{equation*}
$$

When $\alpha \rightarrow 0$, then cardinal utilities for all alternatives are exactly the same $u(i)=\frac{1}{k} \forall i$. When $\alpha=1$, then all utility is concentrated in the first preference, that is $u(1)=1$. In Figure 2, we show the utility values using some examples of $\alpha$.

Figure 2: Exponential Utility Function


Source: Authors' illustration

The utility function can be compared to a linear utility function over perfect substitutes $u\left(x_{1}\right.$, $\left.\ldots, x_{n}\right)=\beta_{1} x_{1}+\ldots+\beta_{n} x_{n}$, where the consumer is allocated at most one good $x_{i}$. The $\beta_{i}$ is the value of the allocated good $x_{i}$ to the consumer (e.g. Varian, 2006, p. 61). Our utility function (1) states the shape of the decline in value $\beta_{i}$ of the goods to consumers. We assume that agents are risk-neutral, i.e. they maximise their expected utility $E[u]$.

Using utility ratios $\frac{u(i+1)}{u(i)}$ to measure on preferences is also popular in decision theory, Saaty scale, and is supported by some psychological observations (e.g. Franek and Kresta, 2014, and references therein). Another reason is that differences are greater in geometrically declining function than linearly. So the effects we are investigating are more evident.

### 3.4. Genetic Algorithm Optimisation

We use genetic algorithms to find a near-optimal strategy for reporting in the Tallinn mechanism. The genetic algorithms adapt existing strategies to find better ones that would result in an increased utility. The result of a genetic algorithm after optimising is a steady state (e.g. Riechmann, 2001). While a steady state is also by definition a Nash equilibrium in a game, it could simply be one among many in multiple equilibria games. Our experiments are carried out with agents, not populations, as each individual might find a better strategy in every iteration, but for populations, a certain strategy would remain roughly constant.

There has been extensive use of genetic algorithms and programming in finance (e.g. Chen, 2002; Chen et al., 2011; Chen and Tai, 2010) and economics in general (e.g. Riechmann, 2001). Agents learn better trading strategies by observing the market. The main difference compared to our model is that agents do not have much to observe about the school market. Players do now know either the overall demand for schools or the preferences of other agents in the market. The only information source is their own allocation and the utility they gain from the market. With genetic algorithms, our approach is to find strategies that would maximise the utility of the agents.

Here we do not assume that the manner of genetic algorithms is in reality how humans learn. We only employ it for computational tractability, as exploring the entire strategy-space
for 3,000 agents is resource consuming. However, there are studies that use a form of genetic algorithm as a model for learning (see e.g. Unver, 2001; Roth, 2002; Unver, 2005) and is also observed as exhibiting features with human subjects (e.g. Arifovic, 1994, 1996; Duffy, 2006).

```
Algorithm 2 Simple Genetic Algorithm - single iteration
Require: \(A\) set of agents, \(u\) agents utilities
Ensure: \(A\) is a set of agents
    \(n \leftarrow|A|\)
    \(s \leftarrow \sum_{\alpha \in A^{U \alpha}}\)
    \(p \leftarrow\left\{\frac{U \alpha}{s}, \forall \alpha \in A\right\}\) \{selection probablities\}
    \(i \leftarrow 0\)
    for all \(r_{1}, r_{2} \in \operatorname{Select}(A, p, n)\) do
            \{select with probability \(p\), with replacement \(n\) pais of strategies\}
            \(\alpha_{i} \operatorname{CrossOver}\left(r_{1}, r_{2}\right)\) \{assign new strategy to agent \(\alpha_{i}\)
            if RandomNumber ()\(<0.05\) then
                \(\operatorname{Mutate}\left(\alpha_{i}\right)\)
            end if
            \(i \leftarrow i+1\)
    end for
    return \(A\)
```

Genetic algorithms have two basic operations for finding an improved strategy (e.g. Simon, 2013): mutation and crossover. Mutation slightly tweaks an existing strategy and cross-over merges two successful strategies to find a better one. Finally, selection indicates an operation that eliminates the least successful strategies. Since agents in our model can have various utility functions, as specified by the $\alpha$ parameter, the strategy elimination and cross-over operations are contained in the $\alpha$-population. Additionally, strategies for different a values might not be the same.

A strategy in the case of the Tallinn mechanism is simply a bit-string. A bit-string is a series of $1-s$ and $0-s$, which respectively stand for reported and not reported preference. Since we limit our agent's preferences to $k=15$, the length of the bit-string is 15 bits. Since the Tallinn mechanism is limited to just three preferences, the bit-string can contain at most three bits set to one. For example, a possible strategy for agent $i$ might be $a_{i}=100110000000000$; that is, the agents with this strategy would report their first, fourth and fifth preference.

We run our genetic algorithms for a fixed (2000) number of steps. In each step, an allocation is made based on the Tallinn mechanism and we get the utilities for each agent. Then based on the rules of the genetic algorithm the strategies evolve. In Algorithm 2, we present a simple genetic algorithm (e.g. Riechmann, 2001; Simon, 2013). It consists of three operations: selection, crossover and mutation. The selection operator selects strategies with replacement and probability proportional to the gained utility. The cross-over operation randomly selects the value from either strategy for each position. Finally, with a small 0.05 probability we mutate the new strategy.

We evaluate four versions of genetic algorithms:simple genetic algorithm; genetic algorithm with election; genetic algorithm with stud selection; and genetic algorithm with elitism. The last three are slight modifications of the simple genetic algorithm. In the election modification,
the agents remember their previous strategy and the corresponding utility. Before the selection operation in the next allocation, each agent picks the strategy with a higher utility from the previously remembered and the newly evaluated strategies (e.g. Riechmann, 2001). In the stud selection, we pick the top $20 \%$ of strategies with higher utility and always set one of the strategies in the cross-over operator to be in the top $20 \%$ (Simon, 2013). In addition, we ignore the bottom $10 \%$ of strategies. In elitism, we keep the top $20 \%$ of strategies fixed and only use the remaining strategies in the crossover (Simon, 2013).

Figure 3: Mean Utility


Source: Authors' calculation

Figures 3 and 4 show the results from the four variations of genetic algorithms. We see that the stud selection usually performs the worst, has the lowest utility and highest variation in utilities compared to the other variations. If preferences are spatially correlated and there is a large number of exam schools ( $m_{e}=10$ ), we can see that the simple genetic algorithm does slightly better with large values of $\alpha$ than with alternatives. For lower values of $\alpha$, the simple model is statistically equivalent to the election and in some cases to elite selection. As the simple model does as good as others we further analyse the results from the simple optimisation method.

Figure 4: Ratio of Variance and Mean Utility


[^13]
## 4. Results

### 4.1. Expected Utility Maximising Strategies

The reported results are divided into four cases. In all of the figures illustrating the results, in the upper left corner the results with no correlation (random) preferences and no exam schools are indicated; in the upper right corner, the results with spatial (2D Euclidean) preferences and no exam schools; in the lower left corner, random preferences and ten exam schools; and in the lower right corner, correlated preference lists and 10 exam schools. Figures 5, 6 and 7 show a plot with the average and the standard deviation over multiple experiments. The standard deviation is often small so it is not always visible on the charts.

Figure 5: Reported Strategy Length


Source: Authors' calculation
Figure 6: Reported Preference by Utility Coefficient $\alpha$


[^14]Firstly, we are interested in the strategy length - the number of schools to be reported. In Figure 5, we show the strategy length by a proportion of the respective $\alpha$-population. In general, it is elucidated that the decay in the utility function is a significant determinant of a good strategy. When $\alpha \approx 0.0$, it is best to randomly select the number of schools to report with roughly uniform probability. When $\alpha \geq 0.4$ and there are no exam schools, it would almost always be best to report only one school. With random preferences, when $\alpha \approx 0.2$, there is a phase transition in the number of schools to report, as the variation at this point is largest. Therefore, it is really difficult to pick a good strategy for how to report.

General trends show an increase in standard deviation in the strategy length when moving from spatial preferences to random preferences, or from having no exam schools to having 10 exam schools. Spatial preferences are aligned with school priorities, resulting is more predictable matches; therefore, the resulting strategies have a lower standard deviation. Standard deviation can also be interpreted as the uncertainty of the resulting match, when playing a certain strategy. In regard to exam schools, the uncertainty is greater than in the case of no exam schools, and even greater when the preferences are random in addition to exam schools.

Secondly, we are interested in how the mixed nature of the market - exam schools which are always preferred to regular neighbourhood schools - affect good strategies. We see that in the case of random preferences for high $\alpha$, it is still often optimal to only report a single school. For medium $\alpha$, the best strategy is to report 2 or 3 , and only with low $\alpha$ (i.e. marginal utility is almost constant) is it best to randomly select the number of schools. If we assume that parents do not have a preference between the top three exam schools, they report the maximum number of preferences.

Figure 7: Reported Preference by Strategy Length


Source: Authors' calculation

We are also concerned with what to report. Figures 6 and 7 show the preferences reported by the agents' $\alpha$ and the strategy length. We see that without exam schools it is almost always ( $\approx$ $90 \%$ ) optimal for $\alpha \geq 0.4$ to report from the top of the preference list, namely just their first preference. In regard to exam schools and random preferences, optimal reporting depends more on $\alpha$, but generally the top three schools are reported. Figure 6 illustrates that in the case
of exam schools and spatial preferences with high $\alpha$, it would be better to report something from the higher and lower ends of exam schools, skipping the middle. Reporting schools lower on the preferences lists probably indicates that those agents would be otherwise unassigned, due to high demand, so they gain at least some utility. For medium $\alpha$, the first three preferences are almost equally good. For indifferent agents, $\alpha \approx 0.0$, it would be best to randomly pick some schools from the list of regular schools. Also for agents with $\alpha=0.1$, it would be beneficial to specify their most preferred exam school and most preferred regular school.

In Figure 7 the preferences are reported with different strategy lengths. The results show that it is always best to at least report one's most preferred school, as one might get lucky. If reporting more schools, it is useful to add the second most preferred school or with a small probability select something from even lower on the preference list. However, when reporting three choices, the selection of schools depends on the state of the school market. When preferences on the market in general are random with $50 \%$ probability, the first two preferences should be reported and the remaining options uniformly from the remainder of the preferences. In the case of spatially correlated lists or exam schools, the most preferred school should be almost always given. And when preferences are generally spatial, select the remaining options randomly. On the other hand, with exam schools and uncorrelated preferences when it is best to report three schools, it is usually best to report the top three.

### 4.2. Social Welfare

Previously we investigated the individual behaviour of agents, but now we consider how these behaviours influence the outcome for the entire society. For this, we compare the results of the Tallinn mechanism to the widely used Deferred-Acceptance (DA) mechanism (Gale and Shapley, 1962; Abdulkadiroğlu and Sönmez, 2003) as described in Section 2.3. Similar to the Tallinn mechanism, the priorities in the Deferred-Acceptance mechanism are also only based on distance.

Figure 8: Unassigned Agents


[^15]We look at two measures of social welfare. First, the proportion of unassigned agents (Figure 8) and second the mean utility in the allocation (Figure 9). Usually, the measure used in matching problems are the allocated preferences, but this is mostly due to not having access to the utility. Since in our experiments, we know the agent's utility, we measure the mean utility over all the agents.

Figure 8 illustrates assignment probability based on the agents' $\alpha$. We see that by using the DA mechanism and assuming random preferences $(c=0.0)$ and no exam schools ( $\mathrm{m}_{\mathrm{e}}=$ 0 ), there are no unassigned agents. When preferences are spatially correlated ( $c=1.0$ ), we can see that about $10 \%$ of students are unassigned, and this probability does not depend on agent type.

Figure 9: Mean Utility Comparison: Deferred-Acceptance and Tallinn Mechanism


Source: Authors' calculation

As described in section 3.2., we have $\mathrm{m}_{\mathrm{e}}=10$ exam schools that are always first on the agents' preference lists. Under such circumstances, only a small fraction of students receive a position in the top ten schools of their preference. Since there are fifty schools, exam schools account for $20 \%$ of places, so $20 \%$ of students receive a place in one of their top ten schools. Again, with uncorrelated preferences, DA can guarantee a place for all the students. Naturally, the students might receive a less preferred school. In the case of spatial preferences ( $c=1.0, \mathrm{~m}_{\mathrm{e}}=10$ ), even with DA, a significant number of students - about $10 \%$ - would be left unassigned. With the Tallinn mechanism, the number of unassigned students would be even higher - about $70 \%$ of students who have $\alpha>0.2$ would be unassigned. This is mainly due to agents maximising their expected utility and do not have a negative utility by being left unassigned.

In Figure 9 we show the expected utility under the two mechanisms. Expected utility is higher in the Tallinn mechanism compared to the DA results. This is because the strategies of the agents maximise their expected utility, which is greater under the Tallinn mechanism than under DA. A similar result was discovered in the manipulable Boston mechanism (Abdulkadiroğlu et al. 2011). This leads to the conjecture that manipulable mechanisms
provide the option to maximise an agent's expected utility at the risk of being unassigned or assigned to a low ranked preference. Yet, as a result, a large number of agents are unassigned in the Tallinn mechanism.

We observe that agents with $\alpha=0.999$ would maximise their expected utility by only reporting their first preference (Figure 5 and 6). This is due to the high utility value of their first preference, but because only a few preferences are reported, there is also a large probability of being unassigned under the Tallinn mechanism (Figure 8).

When agents are not particularly concerned with the school they are allocated to ( $\alpha$ is small), the best strategy is to report randomly (see Figure 6). This also guarantees that students will not be unassigned, which is demonstrated in Figure 8. Other agents trade the probability of being unassigned with being assigned to a more preferred school. We see that for agents who have $\alpha \geq 0.3$, there is a high probability of being unassigned. However, there must be a considerable number of agents who are assigned to their top preferences on the condition of there being no exam schools, which increases the average utility from the allocation.

## 5. Conclusion and Discussion

Our aim was to contribute to the mechanism design literature about school choice by adding a description of the Tallinn mechanism, which is a centralised school-selecting assignment based on the student's distance from the school. Moreover, we wanted to indicate what the manipulative behaviour of agents is under such a mechanism; that is, how many preferences they report and how truthful their preference revelation is.

We used computational experiments to show the near-optimal strategies of the agents. For optimisation, we used a simple genetic algorithm, which outperformed the alternatives. Our model setup was the following: 50 schools (10 exam schools), 60 seats in each school and 3,000 agents. The agents (families) were heterogeneous, but their spatial preferences could have been correlated. Therefore, our emphasis in comparative static analysis has been on three parameters - the shape of the utility function of the agents, the number of exam schools and the correlation in the preferences of the agents. The first parameter space ( $\alpha$ ) illustrates the decreasing utility over alternatives and makes it possible to study cardinal preferences. The second parameter makes it possible to study case specificity - exam schools are popular schools at the centre of the city that are preferred by most families due to public information from league tables or from their reputation according to "hot knowledge". The third parameter makes it possible to indicate the effect of the homogeneity-heterogeneity of the agents. Homogeneity of agents can be interpreted as a post-Soviet tendency towards non-diversity of "good taste" - correlated preferences show that agents have similar preferences for schools. However, we used spatial preferences and we always put exam schools at the top of the list. This action is justified by empirical evidence (Põder and Lauri, 2014).

Our results show that in many circumstances under the Tallinn mechanism it is often best to report only one school, even if there is an option to report multiple schools. It is rarely beneficial to report three options (the maximum number). Nevertheless, it would benefit agents to report a school from the top of their preference lists. When reporting three schools, it is not always best to report the top schools and it seems to be advantageous to select the third option uniformly randomly from the remaining preferences. For agents with nearzero marginal utility, if they exist, it is best to report schools randomly. Additionally, the

Tallinn mechanism maximises the expected utility of the agents, if the agents learn what and how to report, but also runs a large risk of agents not being assigned to schools. The maximisation of expected utility seems similar to a similar phenomenon in the Boston mechanism (Abdulkadiroğlu et al., 2011) given that families know how to manipulate and might be a more general property of manipulable mechanisms.

Finally, we were interested in whether the Tallinn mechanism hurts families compared to a strategy-proof stable mechanism such as the Deferred-Acceptance mechanism. We saw that the number of unassigned students is much higher under the Tallinn mechanism. This can partially be interpreted as an inefficiency of behaviour due to the mechanism. However, there is no considerable mean welfare effect - agents optimise their utility maximising strategies under the Tallinn mechanism.

We see that we manage to find beneficial strategies under the Tallinn mechanism; however, due to the non-repetitive nature of the game, real-life learning can be relatively limited for most of the families. Nevertheless, as a stylised fact about the reporting of preferences indicated, agents learn not to report the maximum number of preferences, rather they limit their reported lists. In addition, in the case of exam schools, they tend to report schools from the top of the list, yet there remains a high probability of local regular schools also being reported. This could be the "learning effect" - the Tallinn mechanism prioritises neighbourhood kids by using the cardinal measure of distance.

In conclusion, it was demonstrated that post-Soviet school-proposing mechanisms use some properties of the central marketplace that are open to manipulation - such mechanisms force families to learn strategic behaviour by reporting non-truthful preferences. In this respect, the Tallinn mechanism is similar to the infamous Boston mechanism. Moreover, it was shown that both would result in a higher expected utility for the agents compared to the optimal, stable and strategy-proof Deferred-Acceptance mechanism, which might be the property of generally manipulable mechanisms.
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# Efficiency and fair access in kindergarten allocation policy design 


#### Abstract

We study kindergarten allocation practices in an Estonian municipality, Harku. Based on our recommendations, the allocation practices in Harku were redesigned in 2016. The new mechanism provides a child-optimal stable matching, with priorities primarily based on siblings and distance. We evaluate seven policy designs based on the 2016 admission data in order to understand efficiency and fairness trade-offs. In addition to the descriptive data analysis, we conduct a counter-factual policy comparison and sensitivity analysis using computational experiments with generated preferences. We fix the allocation mechanism to be the child-oriented Deferred-Acceptance algorithm, but we vary how the priorities are created by the sibling and distance factors. Different lotteries are included for breaking ties. We find that different ways of considering the same priority factors can have a significant aggregate effect on the allocation. Additionally, we survey a dozen special features that can create significant challenges (both theoretical and practical) in redesigning the allocation mechanism in Estonian kindergartens, and potentially elsewhere as well.


## Introduction

Families have become a much-debated issue in all developed countries and they form the focal point of debates about "new risks" and the much needed "new policies" for Western welfare states. The questions of who should care for children, to what extent and for how long, lie at the centre of conflicts about the values that shape not only policies and struggles around policies, but also individual and family choices (Saraceno, 2011). Moreover, in Eastern Europe, the Soviet legacy has paved the way for the dominance of publicly provided care, but in many countries, including the case examined here, there is a shortage of early childhood care places for children aged 18 months to three years. This shortage of places has forced municipalities, who are the main providers, to set priorities for the allocation of these places. Priorities are aimed not only at solving the problem of oversubscription, but also at implementing social goals. Thus, we conceptualise the process of implementing priorities accompanied with allocation principles (matching design) as policy design.

Policy design entails taking the approach of a matching mechanism design in order to propose a good way to allocate children to kindergartens. There are process descriptions about the (re-)design of school choice mechanisms, e.g. in various cities in the US (Pathak and Sönmez, 2013; Pathak and Shi, 2013; Ergin and Sönmez, 2006) and in Amsterdam (de Haan et al., 2015). Nevertheless, to the best of our knowledge, our paper is the first to report such a redesign of a kindergarten allocation mechanism. However, our theoretical founding relies on the mechanism design literature motivated by related applications, such as school choice (Abdulkadiroğlu and Sönmez, 2003; Abdulkadiroğlu et al., 2005a), college admissions (Biró et al., 2010b; Chen et al., 2012) and job assignments (Roth, 2008). Mechanism design provides methods for allocation under given welfare criteria and selection priorities, but it does not prescribe the way in which these priorities should be applied. The general policy considerations for school choice are the allocation of siblings to the same school and the proximity of the school. Some countries also use some affirmative action measures, e.g. prioritising children of low socio-economic status. Similar principles are applicable to our kindergarten policy design case study while aiming for the clear-cut implementation and operationalisation of policies. The latter not only concerns a clear definition of proximity as a priority (i.e. defined as a walk-zone (Shi, 2015) or a continuous cardinal measure (West et al., 2004)) or the ordering of priority classes but also allows for the implementation of welfare considerations in policy evaluation.

Our welfare considerations aim at two social goals: efficiency and fairness. We define efficiency as the ability of a policy to meet predefined goals, the utility of families (high rank in their preferences and siblings in the same kindergarten) accompanied with social goals such as minimising the travel distance or time to kindergartens. Defining fairness is more problematic and entails more uncertainty. Our definition of fairness is based on the idea of equal access. It is operationalised by the probability that the child is assigned to her first preference.

Our case is a local municipality Harku, in Estonia. Instead of implementing certain social goals by policy design, the most commonly used priority in Estonian municipalities is the date of application, while in limited cases, catchment areas are applied to ensure proximity. Children are ordered on the basis of the application date in a manner similar to a serial dictatorship mechanism, thus forcing one-sided matchings without enabling the implementation of affirmative action policies or social goals, such as fairness. In addition, parental preferences are not considered or these are limited. In the Harku case, the number of preferences was bounded by three until 2015. The latter restriction implies that preferences are not revealed truthfully and moreover, the matching has been done manually.

Between 2014 and 2016 as part of an Estonian project we collaborated with the representatives of the Harku municipality. We monitored their 2015 allocation practice and suggested a revision which led to a transitory system in 2016. In the 2016 allocation, the standard student-proposing Deferred-Acceptance mechanism was used under a special priority setting which is described in detail in Section 1.2. This mechanism is known to be strategy-proof, and the parents were encourage to submit full preference lists, so we can expect the submitted applications to be truthful. We made a comparative assessment of policies using the 2016 data. As an input we used preference data collected from 152 families who have the right to a kindergarten place.

In the assessment, we proposed seven different policies which consist of different metrics
of indicating distance (as absolute, relative or binary measures), siblings, quotas; and their priority order. Ties are broken by assigning random numbers either with a single or with multiple lotteries. Our research methods are partially inspired by Shi (2015), but we investigated some novel policies as well. Perhaps the most interesting aspect of these policies is the way the distance is used in the priorities.

The classical way of creating proximity priorities is the catchment area system, where the city is partitioned into areas and the students living in an area have the highest priority in all schools in that area. This simple method can be seen as unfair, as one student can have a higher priority than another student, even though the actual distance of her location to the school is greater than for the other child. Therefore instead of catchment areas, most applications have switched to absolute or relative distance based priorities. The simplest absolute distance based policy is the walk-zone priority scheme, used in many US cities (e.g. New York (Abdulkadiroğlu et al., 2005a)), where the children living within a well-defined walking distance are in the high distance priority group for that school and the ties are broken by lottery. Strict priorities based on absolute distances are used in Sweden as well (Andersson, 2017). However, there were also discussions and court cases about the fairness of such absolute distance based priorities ${ }^{1}$.

The absolute distance based priority schemes can be unfair for those living far from all (or most) of the (good) schools, therefore the so-called relative distance based methods are also commonly used in many applications (e.g. Calsamiglia and Güell (2014); Shi (2015)). The relative distance priority means that we give the highest priority to all children for their closest kindergarten, no matter how far that is, and the children will be in the second priority group in their second closest kindergarten, and so on. A rough version of this rule is to give high priority for all children in a given number of closest schools.

Barcelona changed its catchment area systems to a relative distance system in 2007. After the change, students have priority in at least six of their closest schools (Calsamiglia and Güell, 2014, Section 5.1) ${ }^{2}$. In Boston, another relative distance policy was proposed recently by Shi (2015), mainly in order to reach the goal of the city to cut down busing costs.

Note that there are also applications where the distance based priorities are considered unfair, as they can limit equal access to good schools. The Amsterdam school choice system (de Haan et al., 2015) does not use any distance based priority, only a pure lottery. In the Harku case, where kindergartens are of more or less the same quality, the authority was in favour of using the distance based priorities in order to decrease the overall commuting costs and also to satisfy the preferences of the parents that were typically for nearby kindergartens.

[^16]Based on the unfairness of the catchment area system described above, we only considered absolute and relative distance based priority approaches. We explain the distance based priorities that we studied in more detail in Section 2 with examples.

Besides the distance we also investigated different ways of taking the sibling priorities into account and also the way the lotteries are conducted in case of ties. The way the distance and sibling factors are considered has already been studied in the literature (Dur et al., 2013). The particular solution chosen for the 2016 transitory system is an interesting rotation priority scheme, which can lead to a well-balanced solution with respect to the two factors. Regarding the lotteries, we analysed the effects of using a single lottery for all kindergartens compared to using multiple lotteries (one at each kindergarten), and we have seen results similar to other research papers (Ashlagi and Nikzad, 2015).

As the second main contribution of our paper, we present a sensitivity analysis of various metrics of fairness and efficiency of policy designs based on counter-factual preference profiles. The policies that provide the best solutions for the current Harku data may not be ideal for other applications or robust for Harku, where the preferences of the parents are different. This can be the case in cities, or in other countries with different kindergarten/school qualities, or for applications at different education levels (e.g. primary and secondary schools). Therefore, we found it important to investigate the effects of the changes in priorities in the performance of different policies (i.e. different priority structures for the student-optimal Deferred-Acceptance mechanism). As a novel approach, we studied the fairness (or equal access) of the allocations measured in the probabilities of getting placed in the first choice schools.

In general our results indicate that preference structures, more precisely their endogeneity on proximity, influence the policy design. However, we advocate for a relatively simple policy that prioritises siblings first and relative distance second. Relative distance gives all children priority in the closest kindergarten independently of absolute distance from it. This policy dominates others by our fairness criteria, especially when preferences of the families are aligned with policy priorities.

We structure our paper as follows. In Section 1 we review the practices and processes of kindergarten choice of an Estonian municipality, Harku, before the process was redesigned on the basis of our recommendations in 2016. In Section 2 we define seven alternative policies and descriptive statistics of our data, including our results from computational experiments. Finally, we discuss additional mechanism design challenges with some policy recommendations in Section 3 and give conclusions in Section 4.

## 1 Matching mechanism design

The design of an allocation mechanism is usually based on a two-sided matching market model, in this case between 1) families and 2) kindergartens. Participants on both sides have linear orderings over the participants on the other side. Families have preferences over kindergartens and they seek to get allocated to their most preferred kindergartens. Kindergartens have a priority ranking over children. Priorities become important if there are fewer places available in a particular kindergarten than the number of families who would like to be allocated to that kindergarten. In those circumstances, kindergartens accept children
who are higher on their priority list, which in practice usually means children who live closer and/or who have a sibling in the kindergarten. Kindergartens do not seek to admit higher priority children, which is different from some applications of two-sided markets. In college admissions for example (Gale and Shapley, 1962), both students and colleges seek to get more preferred matches, therefore they might act strategically in the allocation mechanism.

There are two prominent strategy-proof mechanisms for solving matching problems, the Deferred-Acceptance (DA) and the Top-Trading Cycles (TTC) mechanisms (Abdulkadiroğlu and Sönmez, 2003). The DA mechanism guarantees that no preferences and priorities (policies in our case) are violated, and there is no child who could get a place in a more preferred kindergarten by priority, so there are no blocking pairs. A matching with no blocking pairs is called stable. A blocking pair can also be seen as a child having justified envy, since there is a family that would prefer a kindergarten that either has free places or has accepted a child with lower priority. These kinds of justified envy situations are not tolerated in most applications (Pathak and Sönmez, 2013), and are sometimes even prohibited by law. Thus, stability is a crucial property for most applications.

While there is potentially a number of stable allocations (Knuth, 1997), the childproposing DA mechanism that is usually implemented results in the best possible preference for all families among the stable solutions, and this option also makes it safe for the families to reveal their true preferences.

The theoretical properties and disadvantages of DA were studied by Haeringer and Klijn (2009), backed by evidence from laboratory experiments (Calsamiglia et al., 2010) and by practical applications across the world (Pathak and Sönmez, 2013). In addition to advocating for DA, the main policy implications of these studies indicate that for efficiency gain, it is advised to increase the bounds on the number of collected preferences or to abolish the limit on the number of submitted preferences.

Before its redesign, the application process of the Harku municipality had many design features, but it was not a transparent system. Families could submit up to three ordered choices. The application date and the home address were also collected. The application date was relevant for the allocation, as families with an earlier application date had higher priority. Therefore, families tended to submit their applications as early as possible, usually a few weeks after child-birth. The application data typically remained unchanged until the actual allocation occurred, which could make the originally true preferences out of date (e.g. it was possible that the family moved to a different place or their older sibling has received a place in a different kindergarten during the waiting period). The address could be a factor, as some heads of kindergartens considered it when assigning places. Secondly, a qualifying condition for a kindergarten place is that the parents have to be registered residents in Harku, and residency is based on where the local taxes are collected.

Moreover, the matching was done manually using the following procedural rules. First, the number of vacant places was settled by January of each year, when the allocation process started. Place offers were made to families by the heads of kindergartens if their kindergarten was the first choice of the family. Second, if there were more families than places, then priority was given to the applications with earlier registration dates, although proximity or siblings could also be occasionally relevant. Third, if an offer was accepted, the child became assigned to the kindergarten, otherwise that place was offered to the subsequent family on the waiting list.

Table 1: Redesign of Harku mechanism

$\left.$| Application procedure 2016 |  |  |
| :--- | :---: | :---: |
| Limited preference lists |  |  |
| Applications are collected after the <br> birth of the child due to prioritising ac- <br> cording to application dates |  |  |
| Applications are collected from 1 Jan- <br> uary until 1 February for allocating <br> places from 1 September of the same <br> year |  |  |
| Priorities |  |  |
| Mimited to three kindergartens |  | List all kindergartens they are willing <br> to attend (no limit) |
| Not clearly defined |  |  | | See Section 2.2 for policy design alter- |
| :--- |
| natives | \right\rvert\,

In the case of unassigned children, the procedural rules where complicated and discretionary. Generally the heads of the kindergarten communicated with each other to find a place for the children who remained unassigned. In the case of families who ordered popular kindergarten on the top of their list and remained unassigned in the first round, second or third choice was considered, although these could already be full. If that was the case, the families with an earlier application date would be rejected from their second choice because the children already assigned there had listed that kindergarten as their first preference, irrespective of their application dates. Thus, some children were allocated to a less preferred kindergarten, simply because of how the family ordered their preferences. This is a wellknown property of the Immediate-Acceptance mechanism (e.g. Abdulkadiroğlu and Sönmez, 2003) and the procedure that had been used in Harku until 2015 was very similar to this.

### 1.1 Building a mechanism for kindergarten seat allocation

Our redesign of Harku kindergarten allocation mechanism inspired by literature has four main areas as described in Table 1. The application procedure before 2016 which was initiated by collecting preferences had several drawbacks. First, since parents could get higher priority if they applied earlier, they tended to apply soon after the birth of the child. However, during the subsequent three years, the preferences of the families could have changed. That was usually not reflected in the application data, thus resulting in a high number of cancellations. Second, families could only list their top three choices. Limited preference not only created a large number of unassigned children, but also manipulation with the revelation of preferences.

Our design changed the data collection procedure and the number of preferences collected.

Families make application in the matching platform ${ }^{3}$ during monthly period six months before the service delivery (1. September) and list all their preferences. Giving up application date as a priority will be an imminent result of the procedural amendments.

Finally, the central allocation mechanism applied until 2016 was not transparent, the priorities were not clearly defined or adhered to by the heads of the kindergartens. The first priority of the application date was sometimes violated. Children with siblings were usually considered to have higher priority, but not always. Our design introduced clearly defined priority metrics and a centralised allocation system that ensures that the criteria are always followed. Moreover, instead of unstable and manipulable Immediate-Acceptance mechanism we proposed the child-proposing DA. This is a standard method for school choice (Abdulkadiroğlu and Sönmez, 2003), which eliminates justified envy, and gives incentive for the families to state their true preferences.

### 1.2 Particularities of the 2016 system

Before the final implementation of our platform-based matching design, there was a transitory system in place in Harku in 2016 that partially applied our design recommendations, but experimented with priorities. Families were asked to rank all seven kindergartens. Additionally, the home address, application date, status of siblings and the child's birth date were collected. The allocation process was designed on the basis of the DA mechanism with slots (Dur et al., 2013) while policy transformation regarding fixing priorities was more complex. There were four types of priorities that are defined per position as follows, in the order of precedence:

1. siblings, distance, age, application date
2. distance, age, application date, siblings
3. application date, siblings, distance, age
4. age, application date, siblings, distance
5. siblings, distance, age, application date
6. distance, age, application date, siblings

The positions are considered in order, with families first applying to the first position, then the second position, etc. This can also be thought of as each kindergarten being split into a number of seats, with each seat potentially having a unique priority criteria. Then, the preferences of the families are modified so that within each kindergarten, they rank the position with the higher precedence higher. If the number of available places is not exactly divisible by four, then some type of priorities might have more positions available than others.

[^17]The main reason for the complicated policy design or for considering the four types of priorities rotationally was backed by the argument of equal treatment. Granting equal opportunity to all "types of families" (the ones that have siblings; those living nearby; early applicants; and families with an older child) was the preference of the local municipality. In future allocations, the application date will not be used anymore. It was used here as some families still had the expectation of being allocated by the application date.

The precedence order of priority classes matters in the allocation procedure, as shown by Dur et al. (2013) by demonstrating that a simple priority scheme might be discriminating for some groups. For instance, let us assume there are five seats with siblings and distance priority and a further five seats with only distance priority. There are more than five children with a sibling and in total more than ten children. If for the first five positions we would consider children with siblings and then by distance, this would be disadvantageous for children with siblings compared to first only considering distance and then siblings as well as distance. In the latter case, some children with siblings might already be allocated by distance alone, so other children with siblings have lower competition and a better chance of getting a desired place. On the other hand, it might occur that some children living closer have an unfair disadvantage. The aim of the rotating scheme is to balance these two effects. That leads us to the equal treatment issues related to policy design.

## 2 Policy design

### 2.1 Efficiency and fairness

In mechanism design the goals are usually related to designing an allocation method that maximises a form of efficiency, while not violating some constraint(s). In the matching domain, the usual criterion is selecting a Pareto optimal matching among a set of stable matchings. In a public resource two-sided matching setting, e.g. school seats, usually in fact two selections are made: first, the priorities of applicants and second, the mechanism. In a school choice setting, the priorities are often based on siblings and distance, although there are other alternatives (Matching in Practice, 2016). However, in designing the allocation mechanism these priorities are usually treated as a given.

When evaluating the allocation methods we concentrate on two main criteria: efficiency and fairness. Efficiency characterises the level at which we, as a designer, can satisfy the preferences of the applicants. Thus, we look at the average allocated preference. We also include the percentage of applicants receiving their first preference as this is often the case and the average might not always be a good indicator.

In addition to efficiency and stability (lack of envy), our policy design is driven by equality concerns. In the literature on distributive justice, discussion on fairness (fair access in our case) is often accompanied by discussion on the principles of affirmative action, i.e. the Rawlsian difference principle (Rawls, 1971). In our case, fair access is defined as the chance for the family to access their most preferred kindergarten. Moreover, we include in our design some positive discrimination, or controlled choice, through policies such as prioritising siblings.

Fair access is essentially different from the efficiency metrics for the priorities of local
municipalities and the preferences of families. The goal of fair access is to provide an opportunity for everyone to get into their most preferred kindergarten. As some families might live far away from all kindergartens (see Appendix C), they would always be low on the priority list for any kindergarten. We measure fair access as the proportion of families placed in their most preferred kindergarten on two levels, at least $10 \%$ chance and $50 \%$ chance. This is similar to access to quality in (Shi, 2015) where quality, in addition to being ranked high, contains an objective quality metric. Since there is no quality ranking for a kindergarten in our case and only a small number of kindergartens we look at the probability of being allocated to the first choice. Since not all policy designs use lotteries, some will be inherently unfair in terms of fair access.

The mechanism also allows the local authorities to have social objectives, which are usually, but not always aligned with the preferences of the parents. The two most prominent goals are

- having siblings in the same kindergarten, and
- placing children in a kindergarten near their home.

Prioritisation of proximity and siblings is also recommended by the regulations responsible for the allocation of kindergarten places (Preschool Child Care Institutions Act, 2014). While proximity and siblings are common practice in the case of school and kindergarten choice design, often favoured as the means to sustain community cohesively and avoid unreasonable transportation costs (see Shi, 2015, for instance), this practice may cause various concerns. The proximity principle may lead to problems in segregated areas, where it may result in the concentration of children from a similar socio-economic background into the same kindergartens. Further social objectives could be the prioritisation of disadvantaged families or children with special needs, but there was no access to this kind of information in the data, so those goals were disregarded in this study. However, the main goal is still to provide families with a place in their most preferred kindergartens.

### 2.2 Operationalisation of policy designs

A short list of social objectives indicated in the previous section does not mean that policy designs are limited to two alternatives, as the priority structures for siblings and proximity have many variants. Children with siblings might always have priority over others, or might only be prioritised over families living further away. Proximity can also be considered in multiple different ways, such as a walk-zone or a catchment area or a geographical distance.

A simple way to consider geographic aspects is to define catchment areas for each kindergarten, and prioritise the children living in the catchment area where the kindergarten is located. The drawback of this method is that these priorities may not reflect the personalised distances, as a kindergarten might be relatively far from an address in the same area, whilst another kindergarten in a different area can actually be nearby. Therefore, it may be more appropriate to use personalised distances. We can use continuous (real) distances or discretise them somehow, for instance giving priority to a kindergarten within a 10-minute walking distance, or giving priority to the closest, or several closest kindergartens. Another option is to give high priority to a child in a number of nearby kindergartens. A special version of
the latter so-called menu system has been evaluated and used in Boston school choice (Shi, 2015). Below we specify the distance-based priorities that we used in our policies.

- absolute: Strict priorities based on the personalised absolute distances between the child's location and the school, measured in walk time or kilometres.
- walk-zone: Coarse priorities based on the above-described absolute distance. A child is in the high priority group for a school if she lives within a 10 -minute walking distance to this school.
- relative: Every child is in the highest distance-based priority group in her closest school, she is in the second highest priority group in the second closest school, and so on.
- 3 closest: A binary variant of the above-defined relative distance policy, where every child is in the high priority group of a school, if this school is among the three closest schools for this child.

When we consider the children in walk-zones to have a higher priority, followed by children with siblings, the following priority groups are obtained: 1. siblings in walk-zones, 2. children in walk-zones, 3. siblings, 4. the rest. Siblings could also be considered to have a higher priority, which would result in the priority groups: 1. siblings in walk-zones, 2. siblings, 3. children in walk-zones, 4. the rest. This simple classification is used in many US cities, such as New York (Abdulkadiroğlu et al., 2005a) and Boston (Abdulkadiroğlu et al., 2005b), together with a randomised lottery for breaking ties. The lottery can also be conducted in two ways, either as a single lottery which is used in all kindergartens, or as multiple lotteries, one for each kindergarten. The typical choice, used in most US school choice programmes and also in Irish higher education admissions (Chen, 2012), is the single lottery. We will investigate both in our computational experiments. This question is discussed further by Ashlagi and Nikzad (2015) and Pathak and Sethuraman (2011).

If it is considered undesirable that a high proportion of children get admitted by sibling priority, then one option is to set a quota for siblings, for example $50 \%$ of the places. In this case, there is high priority for siblings for only some proportion of the places available, and the remaining places are prioritised by distance only. In such a setting, how the allocation is implemented is crucial. It can be done by allocating the places for siblings first and then the remaining seats or in reverse. Dur et al. (2013) showed that the reverse approach can benefit children with siblings, and Hafalir et al. (2013) showed that reserving places for a certain minority results in a better allocation for the minority than limiting the quota for the majority does. Under the latter policy, both groups (minority and majority) could be worse off. We evaluate policy design by the reservation of places for siblings or for families living nearby. In Harku, only about $20 \%$ of children have a sibling, so $20 \%$ of the places were set to have a sibling priority.

The Deferred-Acceptance algorithm can be slightly modified to accommodate for reserves and quotas. The priority quotas can be considered as separate kindergartens. In this variant, the child is first placed in a quota group high in the precedence order, and if rejected, the child is then placed lower, etc. Thus, each child will be placed in the highest possible precedence quota group.

Table 2: Summary of policies (priority order in parentheses)

| Policy | Distance (D) | Siblings (S) | Lottery | Quotas (Precedence) |
| :--- | :---: | :---: | :---: | :---: |
| DA1 | absolute (2) | $(1)$ | no | no |
| DA2 | walk-zone (2) | $(1)$ | $(3)$ | no |
| DA3 | walk-zone (1) | $(2)$ | $(3)$ | no |
| DA4 | 3 closest (2) | $(1)$ | $(3)$ | no |
| DA5 | absolute (2) | $(1)$ | no | $[80 \%, 20 \%]([\mathrm{D}, \mathrm{S}+\mathrm{D}])$ |
| DA6 | absolute $(2)$ | $(1)$ | no | $[20 \%, 80 \%]([\mathrm{S}+\mathrm{D}, \mathrm{D}])$ |
| DA7 | relative (2) | $(1)$ | $(3)$ | no |

In this study, in order to explore the described aspects, we settled on seven priority policies (summarised in Table 2) for evaluation:

DA1. Children with siblings always have the highest priority and children living closer have higher priority. Priority classes would be considered in the order: 1) siblings; 2) walking distance.

DA2. Children with siblings always have the highest priority, then children in the walk-zone have higher priority. The walk-zone is defined as a 10 -minute walking distance from home. Additional ties are ordered by a random lottery for all kindergartens. The order of priority classes is: 1) siblings + walk-zone; 2) siblings; 3 ) walk-zone; 4) the remainder.
DA3. Children in the walk-zone always have the highest priority, then children with siblings have higher priority. Additional ties are ordered by a random lottery for all kindergartens. The order of priority classes is: 1) siblings + walk-zone; 2) walk-zone; 3) siblings; 4) the remainder.

DA4. Children with siblings always have the highest priority, and children have higher priority for the three closest kindergartens. Additional ties are ordered by a random lottery for all kindergartens. Priority precedence order: 1) siblings + one-of-three-closest; 2) siblings; 3) one-of-three-closest; 4) the remainder.

DA5. Children with siblings have the highest priority for the reserved $20 \%$ of places, otherwise priority is by distance. Precedence order: 1) by distance up to $80 \%$; 2) children with siblings + distance up to $20 \%$; 3) remaining places, if any, by distance.

DA6. Children with siblings have the highest priority for the reserved $20 \%$ of places, otherwise priority is by distance. Precedence order: 1) children with siblings + distance up to $20 \%$; 2) remaining places, if any, by distance.

DA7. Children with siblings always have the highest priority, and children have higher priority in the closest kindergarten, second highest in the second-closest, etc. Additional ties are ordered by a random lottery for all kindergartens. Priority precedence order: 1) siblings; 2) closest-number.

To demonstrate the effect of policies we construct a simple example. Let us assume we have four children $C=\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ and four kindergartens $K=\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$. In Table 3 we show the distances between homes and kindergartens. We have no children with siblings in this example.

Table 3: Distances between homes and kindergartens (km-s)

| km | $k_{1}$ | $k_{2}$ | $k_{3}$ | $k_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | .7 | 1.2 | 1.0 | 1.7 |
| $c_{2}$ | .4 | .6 | .3 | .7 |
| $c_{3}$ | .9 | .5 | .4 | .3 |
| $c_{4}$ | .8 | .3 | .9 | 1.0 |

Assuming that walk-zone distance is $\leq .6 \mathrm{~km}$, the resulting priorities are in Table 4. We can observe that with absolute distance or walk-zone the child $c_{1}$ would not have a high priority in any kindergarten. However with the 3 -closest policy, there is at least some chance of having the highest priority in some kindergarten and with relative distance, each child has the highest priority in at least one kindergarten. While this is not always guaranteed with relative distance, the lottery has lower impact compared to the 3-closest policy.

Table 4: Distance priorities

|  | absolute (DA1) | walk-zone (DA2, DA3) | 3-closest (DA4) | relative (DA7) |
| :---: | :---: | :---: | :---: | :---: |
| $k_{1}$ | $c_{2} \prec c_{1} \prec c_{4} \prec c_{3}$ | $c_{2} \prec\left\{c_{1}, c_{3}, c_{4}\right\}$ | $\left\{c_{1}, c_{2}, c_{4}\right\} \prec c_{3}$ | $c_{1} \prec\left\{c_{2}, c_{4}\right\} \prec c_{3}$ |
| $k_{2}$ | $c_{4} \prec c_{3} \prec c_{2} \prec c_{1}$ | $\left\{c_{2}, c_{3}, c_{4}\right\} \prec c_{1}$ | $\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ | $c_{4} \prec\left\{c_{1}, c_{2}, c_{3}\right\}$ |
| $k_{3}$ | $c_{2} \prec c_{3} \prec c_{4} \prec c_{1}$ | $\left\{c_{2}, c_{3}\right\} \prec\left\{c_{1}, c_{4}\right\}$ | $\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ | $c_{2} \prec\left\{c_{1}, c_{3}\right\} \prec c_{4}$ |
| $k_{4}$ | $c_{3} \prec c_{2} \prec c_{4} \prec c_{1}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{3}\right\}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{4}\right\}$ | $c_{3} \prec\left\{c_{1}, c_{2}, c_{4}\right\}$ |

### 2.3 Data and initial policy design comparison

From a total of 152 families, 151 ranked all seven kindergartens and only one family submitted a single kindergarten as their preference. Table 5 shows the number of available places in each kindergarten. Also 37, about $24 \%$ of, children have a sibling in one of the kindergartens.

Table 6 compares the allocations over all the policies with the submitted preferences. The listed Harku allocation does not exclude those few families who declined their assigned place. However, many ( 115 , i.e. $76 \%$ ) of the families were allocated to their most preferred kindergarten. Since most families ranked all kindergartens and there are more places than children, no children remained unassigned.

For policies that included lotteries, we computed averages over 20 lotteries. In the parentheses we show the standard error over the lotteries. In addition, we compared policies using a single (S) lottery for all kindergartens or multiple (M) lotteries, one for each kindergarten.

Table 5: Harku allocation

| Kindergarten | Number of places |
| :---: | :---: |
| A | 20 |
| B | 20 |
| C | 34 |
| D | 18 |
| E | 20 |
| F | 38 |
| G | 5 |
| Total | 155 |

By using a simpler policy such as the DA1, we saw that there are fewer families receiving a place in their first choice kindergarten ${ }^{4}$ than with the transitory Harku priority system. Moreover, two children (about 5\%) are not allocated to the same kindergarten as their siblings with the transitory rule, but with most other policies all siblings end up in the same kindergarten. The only exception to this is DA3, which has siblings as a second priority over walk-zone, and on average also allocated $95 \%$ of siblings in the same kindergarten, but fewer children to their first preferences.

It seems that the transitory policy of Harku invoked the so-called vacancy chains (Blum et al., 1997), where at the expense of one child with a sibling several others could obtain better places along an augmenting path. In particular, by denying places for two children in the same kindergarten as their sibling, around seven more families could obtain their first choices. This leads to an interesting trade-off between the goals of satisfying the sibling priority or granting the first choice of slightly more parents.

In 2016, the allocations based on policies DA5 and DA6 were exactly the same. This indicates that the gain in allocating more children to their first preference with Harku's policy is not due to allocating children to a closer kindergarten, but due to application date and age priorities. Therefore, if these two criteria will not be used in future policies, we expect that the rotation scheme based only on siblings and proximity will provide allocations similar to DA1, DA5 and DA6, assuming that the proportion of children and seats is similar.

### 2.4 Policy sensitivity to preferences

When comparing policies, one may wonder how sensitive the results are to changes in the preferences of parents. This can also be important when applying our policy recommendations in other applications. In kindergarten allocation, and sometimes also in school choice, when the kindergartens are more or less of the same quality, the most important factor influencing the preferences of parents is the location. Therefore, we conducted a comparative study wherein the intensities of this factor in the preferences of parents is varied. We evaluated the efficiency and fairness of the alternative policies accordingly. For the generation of

[^18]Table 6: Year 2016 comparison of policies using reported preferences

| Policy | Mean <br> prefer- <br> ence | First | Unassigned | Mean <br> distance <br> $(\mathbf{k m})$ | With <br> siblings |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Harku | 1.68 | 115 | 0 | 4.24 | $95 \%$ |
| DA 1 | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
| DA 2 (M) | 1.85 | 98.75 | 0 | 4.59 | $100 \%$ |
|  | $(0.01)$ | $(0.61)$ |  | $(0.02)$ | $(0.0 \%)$ |
| DA 2 (S) | 1.72 | 108.05 | 0 | 4.44 | $100 \%$ |
|  | $(0.01)$ | $(0.61)$ |  | $(0.01)$ | $(0.0 \%)$ |
| DA 3 (M) | 1.83 | 98.30 |  | 4.51 | $95 \%$ |
|  | $(0.01)$ | $(0.79)$ | 0 | $(0.02)$ | $(0.25 \%)$ |
| DA 3 (S) | 1.72 | 107.75 |  | 4.45 | $96 \%$ |
|  | $(0.01)$ | $(0.38)$ | 0 | $(0.02)$ | $(0.3 \%)$ |
| DA 4 (M) | 1.91 | 89.25 | 0 | 4.53 | $100 \%$ |
|  | $(0.01)$ | $(1.06)$ | 0 | $(0.02)$ | $(0.0 \%)$ |
| DA 4 (S) | 1.75 | 104.85 | 0 | 4.49 | $100 \%$ |
| DA 5 | $(0.01)$ | $(0.7)$ | 0 | $(0.01)$ | $(0.0 \%)$ |
| DA 6 | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
| DA 7 (M) | 1.76 | 110 | 0 | 4.26 | $100 \%$ |
|  | 1.78 | 107.60 | $0.01)$ | $(0.47)$ | 0 |
| 4.30 | $100 \%$ |  |  |  |  |
| DA 7 (S) | 1.76 | 107.75 | 0 | $(0.01)$ | $(0.0 \%)$ |
|  | $(0.01)$ | $(0.47)$ | 0 | 4.31 | $100 \%$ |

[^19]preferences, we use the locations and the information on the siblings from the 2016 preference data. The detailed description of how we generated the preferences of parents can be found in the Appendix A.

We characterise preference profiles by the conditional probability of a family ranking a closer kindergarten higher $\left(\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right), i \neq j\right)$ and ranking a kindergarten with a sibling higher $\left(\operatorname{Pr}\left(r_{i} \succ r_{j} \mid s_{i}>s_{j}\right), i \neq j\right)$. Where $r_{i}$ is rank of kindergarten $i, d_{i}$ is distance to kindergarten $i$ and $s_{i}$ is one when there is a sibling and zero otherwise. In the collected 2016 preference data, the $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)=0.81$ and the $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid s_{i}>s_{j}\right)=1.0$, $i \neq j$.

The main dimensions of the evaluation are the preference rank achieved in an allocation as well as the effect of the average distance from kindergartens and the share of siblings in the same kindergarten.

For statistical comparison, we generated twenty preference profiles of each of the parameter values. A total of 200 preference profiles were generated. For each policy that has a lottery, we run twenty different randomised lotteries for each instance. As we saw in Table 6 the standard errors over the twenty lotteries are small. All the figures of the results show the smoothed ${ }^{5}$ results of the ten allocations over policies with a $95 \%$ confidence bound. For policies with lotteries, there are results with a single ( S ) and multiple (M) lotteries over kindergartens.

Each year the number of available kindergarten positions varies. However, on average about 20 places should be available in each kindergarten each year, as one group of children leaves for school. Occasionally, there might be more or fewer places. In our experiments, we set the number of available places to 20 in each kindergarten. However, this creates additional competition and the resulting matched ranks will be lower (see Ashlagi et al., 2013a,b) in these experiments than in the actual data in Table 6. Additionally, in our interpretations we implicitly assume the effect of the competition will be similar for all the policies. We discuss here only the Deferred-Acceptance based results ${ }^{6}$. In addition we removed policies DA5 and DA6 from the chart, as these matchings were usually almost the same as DA1.

Figures 1a and 1b demonstrate the average preferences obtained and the proportion of families getting their first choices for all policies. Policy DA7 is the most sensitive to changes in the preferences of families. When preferences are strictly based on distance with conditional probability of $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right) \rightarrow 1.0$, it produces one of the highest average rank score, one similar to other policies such as DA1, DA5 and DA6. Surprisingly, when the preferences of families are close to random, with conditional probability of $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid\right.$ $\left.d_{i}<d_{j}\right) \rightarrow 0.5$, then DA7 (S) is the policy that has one of the lowest average ranks and the lowest number of families with a first preference. Policies that do worse are the ones using multiple lotteries, one per kindergarten. In addition, the difference of having a single or multiple lotteries for kindergartens is not very significant for DA7, most likely due to lower usage of tie-breaking in this policy compared to others with a lottery.

At face value, DA7 seems to be the most egalitarian policy as every family has the highest priority in at least one of the kindergartens. However, it seems that families that do not

[^20]prefer to be in the closest kindergarten tend to be rejected more often from their preferred kindergartens further away where they have a lower priority. As the matched rank drops more in DA7 than other policies, when $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right) \rightarrow 0.5$. Since the preferences and priorities are not aligned, the probability of the family being rejected in some round of the process is higher. The probability of being rejected at a certain point seems to be smaller for other policies.


Figure 1: Conditional probability of distance
In terms of average matched preference rank, the policies DA2 and DA3 are almost indistinguishable from each other, most likely because there are too few siblings in this data. Nevertheless, it is always better to use a single rather than multiple tie-breaking lotteries for both of these policies. The average preference achieved is always better with a single lottery and also there are more families with their first preference (Figure 1b). Policies with a single lottery, such as DA2 (S), DA3 (S) and DA4 (S) - with the exception of DA7 (S) are significantly better for families in most situations. Only when $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)>0.9$, did policies DA1, DA5 and DA6, which use absolute distance, turn out to be better than the single lottery policies.

The policies DA1 and DA6 always produce exactly the same matching, DA5 is occasionally slightly different (for about 2-6 children), but the aggregate results are still very similar. This is most likely because the selected reserve of $20 \%$ is close to the percentage of siblings in the data.

Interestingly, most policies, with the exception of DA7, are quite robust to changes in preferences. The same proportion of families almost always receive their first preferences, about $50 \%$ to $60 \%$ with DA2, DA3 and DA4 and $60 \%$ to $70 \%$ with DA1, DA5 and DA6. There is a slight increase in the average preference when preferences become determined by distance. With DA7, the proportion varies widely between $40 \%$ and $70 \%$, and families fare
better when preferences are aligned with distance.


Figure 2: Average distance and conditional probability of distance in preferences
Figure 2a shows the average distance between families and kindergartens. The average distance is smaller for all policies when the preferences of families are determined more by distance. Expectedly, the smallest average distance is always with DA1 (including DA5 and DA6), as these policies are aimed to minimise distance. The average distance is the largest with DA2 and DA3, policies based on walk-zones, probably caused by the randomness in the priorities of kindergartens. Furthermore, these policies have a slightly lower average distance with a single tie-breaking lottery, when preferences are correlated with distance. On the other hand often, if preferences are random, the multiple tie-breaking lotteries have a lower average distance than single lotteries. A small improvement of average distance in policies with lotteries is obtained by not using discretisation by walk-zones, and instead having a higher priority for a fixed number of kindergartens, as in DA4.

With random preferences, there is a trade-off between achieved preference and average distance in the results obtained by DA7 (M) and, DA2 (M) and DA3 (M), where DA4 (M) is at the middle point among these policies in this aspect. Policy DA7 always achieves the lowest average distance among the lottery policies, others produce better matched ranking. When preferences are more correlated with distance, then DA7 is better by both average preference and distance.

Figure 2 b depicts the probability of children being in the same kindergarten as their siblings. When the preferences of families are random with respect to siblings, most policies place about $40 \%$ to $60 \%$ of siblings in the same kindergarten as their siblings. When families prefer closer kindergartens, then more siblings end up in the same place. This higher percentage is most likely due to siblings already being in a nearby kindergarten. We have also added the 45 degree line, indicating that policies that are below this have some children,
who would prefer a kindergarten with sibling, assigned to a different kindergarten. Multiple lottery policies seem to be better at placing children in the same kindergarten with siblings.


Figure 3: Fairness of access
In Figures 3a and 3b, the probability of a child being matched to the family's first preference in at least one lottery is measured. This is a measure for fairness, or fair (equal) access to kindergartens, which is similar to the measure of access to quality used by Shi (2015). We have plotted the fairness of access for policies DA1, DA5 and DA6, even though there is no sensible interpretation, since there are no lotteries. However, these policies are still useful for comparison.

With the lottery policies DA2, DA3 and DA4, with both single and multiple lotteries, about $60 \%$ to $95 \%$ of families have about a $10 \%$ chance of a place in a kindergarten that is their first preference. The DA4 $(\mathrm{S})$ is the best performer when preferences are aligned with distance and DA2 (S) and DA3 (S) when preferences only have a kindergarten effect. Policy DA7 (S) comes close to DA4 (S) only when preferences are almost perfectly aligned with distance.

However, when we make our fairness notion slightly stronger, i.e. there has to be at least a $50 \%$ chance of a place in the family's first choice kindergarten, the proportion of families achieving this drops to only about $40 \%$. This is even lower than with deterministic policies like DA1. Therefore, it seems that with lotteries we can give some families a small $10 \%$, chance of getting their first preference, but as a result, some families lose their first preferences. With a larger chance, $50 \%$, there are more families losing their first preference than those gaining.

In terms of trade-offs, the policy DA4 (S) is better on fairness and average matched preference, but worse on average matched distance. DA1 and similar policies do better on average matched rank and distance, however they fare worse on fairness, i.e. families
living far away from all kindergartens have a smaller chance of a preferred match. When preferences are not entirely determined by distance, then these two (DA1 and DA4) are the best options to choose from. However, with distance-based preferences, DA7 can prove to be an improvement. In this case with DA7, the fairness is almost as good as with DA4, average distance was a significant improvement over DA4, and average allocated rank very close to DA1.

## 3 Further issues

We identify a dozen additional special features that should be further considered in the (re-)design of the mechanism in Harku. However, many of these features may pose significant challenges and require additional research. We describe these issues and give recommendations for possible adjustments in the allocation mechanism.

Children with special needs. In larger cities, there are schools for children with special needs, but in smaller municipalities these pupils are mixed with others. The standard practice is for kindergartens to reserve places for children with special needs who require more attention and are thus considered to take up the space of three children. Usually, it is not known beforehand if there will be any such cases and the special needs may only become evident later. However, in most cases the extra places remain free and can be subsequently allocated to other children. Obviously, this has some effect on the fairness of the allocation.

A possible solution would be to have this data available before allocation and to take it into account in the allocation process. However, evaluating all of the applicants in advance could be very costly compared to the extra efforts needed for the reallocation process and the potential issues arising from the extended solution. It would be helpful if the parents of children that are likely to need special treatment were to register for evaluation. It should then be guaranteed that their chances of admission to their preferred kindergartens would not be worsened, perhaps by giving priority for a number of places in each kindergarten to such children.

Allocation in multiple rounds. Harku currently allocates students in multiple rounds, since two extra places could arise in each kindergarten to which no student with special needs is admitted. The proportion of disadvantaged families is about $10 \%$ (Ministry of Social Affairs, 2015) and children with special needs make up about 3\% (Paat et al., 2011). This question is similar to the question of the design of two-stage allocation mechanisms (Dur and Kesten, 2014) and also to the design of appeal processes (Dur and Kesten, 2015). The first option is to allocate the extra places exclusively among the unmatched children. This is a simple method with no reallocation of children, but it can be seen as unfair to families who are allocated seats in the main round and would prefer an extra place in a kindergarten where they have higher priority than the unallocated children who get those extra places in the second round. The final solution could cause justified envy for the families. In addition, the parents might also act strategically in the main round, perhaps by not accepting an offer from the kindergarten listed second, especially if they have information that they are first in the waiting list and the creation of extra places is very likely. Therefore, it appears reasonable to
let everyone apply for the extra places, as is currently done in Harku. However, if the process is not centralised, then those who were assigned a place in the first round but now get a better match, would consequently create new available places. Even if this decentralised process could be continued until a stable solution was reached, this proposal-rejection chain would result in a stable matching that is the worst possible stable matching for the reallocated children, as proved by Blum et al. (1997). Therefore, this process would not be strategyproof for the parents either. Hence, the only possible solution that is strategy-proof for the parents and avoids justified envy is a centralised second round, where parents can reapply to all kindergartens with the option of keeping their assignment if they wish to do so (technically this is achieved by putting the children already assigned to the kindergarten at the top of the kindergartens' rankings). Yet, this solution may affect a significant number of children, and in theory possibly all of them, which could result in high reallocation costs. These costs would be accepted by the parents, since they would always have the option of not changing their assignment, but could be seen as undesired by the local council and the kindergartens.

Children with existing places. The parents of some children may request a transfer. This is especially relevant for children attending a class for $2-3$-year olds who would like to go to a different kindergarten for the 3-6-year period, since the classes for children aged 2-3 may not be available in the kindergartens preferred by the families. It is therefore a question of whether the reallocation of these children should be conducted as part of the yearly matching round. If so, these children should be guaranteed to get at least as good a seat in the reallocation, i.e. they should have the highest priority in their current kindergarten. This question has been studied in the context of Danish daycare allocation (Kennes et al., 2014), and also for the reallocation of French teachers (Combe et al., 2015).

Overlapping admission processes. Some parents may be registered in more than one municipality, so they are able to apply for a place for their child in two systems, for example in Harku and in neighbouring Tallinn. This can lead to inefficiencies due to cancellations. Similar problems arise in some US cities where state schools and charter schools hold their admissions separately. Furthermore, the same phenomenon has also appeared in European college admission programmes, where an increasing number of students are applying for programmes in several countries, and this disturbs the national matching schemes.

Outside options with subsidies. Somewhat related to the previous issue is the fact that private kindergartens operate in Estonia, and some parents also consider the option of home schooling. However, if a municipality cannot provide enough kindergarten places for its resident population, in some cases it may subsidise parents who choose an alternative option. In Harku, the local council financially supports parents who do not receive a place in a kindergarten, but the council may withdraw their support if the parents do not accept a place that is offered. This conditional support can lead to strategic considerations, since some parents may find an alternative home or private option preferable to a local school, if and only if they receive the financial support, but this cannot be stated in the application. This special case can be modelled with the matching with contracts framework. A similar
special feature is found in the Hungarian higher education matching scheme, where students can study on the same course under two different contracts, either for free or with a tuition fee. Furthermore, US cadets (Sönmez and Switzer, 2013) also face such a situation when they decide whether or not they are willing to take on some extra years of service in order to increase their chances of admission. The recommended solution is to let the parents list the option of not having a place in the kindergarten but receiving financial support instead, when they give their applications to kindergartens. Thus, all the listed options are considered preferable to the outside option with no financial support. In such a case, it is crucial that the parents-optimal stable solution is implemented so as to make the parents reveal their true preferences for these outside options.

Lower quotas, opening of new groups. Sometimes kindergartens are able to cancel groups or open new ones to fit with the applications. In particular, there are regulations over the minimum number of children needed to start a new group. This feature is similar to the lower quotas used in the Hungarian higher education matching scheme (Biró et al., 2010a), where programmes may be cancelled if there is a lack of students. This is a natural requirement that makes the education service economical, but the theoretical model for college admissions with lower quotas is not always solvable. This means that a fair solution does not always exist and the problem of finding a fair solution is NP-hard. The problem becomes even more complicated if new groups can be created, since both the closures and the openings in a kindergarten affect the number of students admitted elsewhere. However, clever heuristics and robust optimisation techniques, such as integer programming (Biró et al., 2014) can be used to tackle these generalised problems.

Homogeneous age groups and mixed groups. In Estonia, there are both homogeneous age groups and mixed groups. Having only same age groups can vary the number of groups opened in a kindergarten, as a kindergarten with five groups could open only one group every three years. This would be unsatisfactory for the local children in the years when no groups are opened. When mixed groups are created, the number of children admitted can be relatively stable if the available places are always filled. However, if there are some free places left in a year, then the age distribution of the children can be distorted.

Sharing places. In some kindergartens, it is possible that some children only attend part of the week and the rest of the time is taken up by other children. This possibility again makes the underlying problem challenging to solve. Specifically, when there is a large number of part-time students then one might face the same problem as when allocating doctors and couples to hospitals, which is an NP-hard problem (McDermid and Manlove, 2010).

Historic dependence of preferences. In Harku, the applications of registered parents are listed on a public website. In Tallinn, the number of applications already submitted to the kindergartens is also published. If the registration date is a criterion for priority and the parents can see the applications or the number of applications made before their turn, then this can affect their true as well as their submitted preferences. Potentially, if there are more applications than places, then parents will find it risky to apply. This can depend
on the birth date of the child, because if a child was born soon after 1 October, then the parents could have a good chance of obtaining a place everywhere, and so be more truthful. We did not find much evidence of significant changes in the preferences over time in the Harku data. However, in a similar study for Tallinn or other places where the registration date is important, attention should be paid to the potentially biased preferences caused by the published information about past applications.

Smooth transition to a new system. When designing the new mechanism, it may be important to consider how to smoothly transition between the old and the final systems. This process is especially challenging in Harku, since the old priorities were based on registration date, and those parents who registered early may see it as unfair if this priority that they earned in the past is suddenly neglected. Therefore, in the 2016 transitory system, the priority of those who have already registered in the old regime is partly kept, as described above. Regarding the future years, it is still debated how long these priorities should be kept, or whether they should be replaced with some age priority which is in correlation with the registration dates.

The role of the heads of the kindergartens. The heads of the kindergartens were actively involved in the allocation system until 2015. The discussions among the heads and the personal communication with the parents were crucial in eliciting the true preferences of the parents and finding relatively good solutions through informal negotiations. In the centrally coordinated system, the head may fear losing their chance to influence the allocations, and the same could be true for the employees of the local municipality. It should be considered whether the heads of the kindergartens could still have some power to adjust the priorities, or to make other decisions about their kindergartens, for instance whether to open a new group or to create mixed groups.

The fairness of using proximity as a priority. Whether the use of proximity is fair may depend on the ease and/or cost of registering: a) it is almost costless (as in Hungary); b) there are some significant costs such as renting or having a flat in the area; or c) the family truly has to live there, as for example in Barcelona, where somebody who is proved not to live at the stated address can lose their place. When it is easy to register at an address, then the parents may play a strategic game in which the first stage is to choose an address. When ownership and actual residency are required, and the priorities are important for the parents, this can affect the housing choices of the families, and influence house prices as well as the socio-economic distribution of the population.

Restricting the choice of the parents. A simple restriction is to allow families to only apply to nearby kindergartens. A more sophisticated method is to provide personalised choice menus, such as the system proposed in the Boston school choice mechanism (Shi, 2015). This would potentially provide parents with a choice of schools close to them where they already have attending siblings, with a limited number of further options. The advantage of this method over restricting the number of applications is that the mechanism remains strategyproof, and the parents have a simpler task of ranking the available options. However, the
disadvantage is the difficulty of estimating the preferences of the parents and therefore, there is a risk that some highly preferred kindergartens could be missed out from some menus. In general, this type of restrictive policy can improve the overall quality of the allocation from the point of view of the municipality, perhaps by reducing the total travel distance. That was the main motivation in the Boston school choice redesign, as the bus costs had to be limited. However, the overall welfare of the children could be badly affected. We do not recommend this policy for Harku, due to the small size of the municipality, but it is suggested for consideration in larger cities, like Tallinn.

## 4 Conclusion and discussion

We have reviewed the kindergarten matching practices in one Estonian municipality, Harku. Until 2015, the collected preferences were unlikely to reflect the true preferences of the parents, since the data were out-of-date by the time of the allocation, the number of applications were limited and the allocation mechanism was not incentive-proof either. Therefore, the resulting allocation could create justified envy and it was also lacking transparency. In 2016, the municipality changed its allocation system mostly based on our recommendations.

In our study, we first listed well-known practices from matching mechanism design that present solutions to some of the problems and also provide policy tools for the local municipalities. These practices consist of:

- getting complete rather than limited preferences from families,
- using child-proposing stable matching for allocating places,
- defining clear policies for the local municipality based on a transparent priority system.

In assisting in the redesign of the allocation mechanism, it emerged that although the policy goals might be clear, the choice of exactly which implementation method to use can create significant differences in the results. In most cases, the goals of the local municipalities are to have siblings in the same kindergarten and to provide a place in a kindergarten close to home, in addition to the main consideration of providing a place in the most preferred kindergartens of the families. We evaluated seven different policies for implementing the policy goals, first based on data from 2016, and then based on generated data. The 2016 transitory system that follows our main recommendations provides a child-optimal stable allocation under a rotational priority structure based on four factors, such as location, siblings, registration and birth dates. The limit on the number of applications was also removed, so the preferences of the families can be considered truthful. Our main findings regarding the seven policies evaluated on the real data and in the computational experiments are summarised below.

The simplest policy is to give higher priority to children with siblings and to families living nearby, which is policy DA1. This was also demonstrated to be one of the most effective policies. The resulting allocation had, on average, matched a lot of families with their most preferred kindergarten, while also having one of the smallest average distances. This remained true when the preferences of families were agnostic about distance.

Policy DA1 might occasionally seem unfair, as small differences in distance might affect whether families are placed in their first preference or a lower one. Policies DA2, DA3 and DA4 group kindergartens by distance within equal priority classes, DA2 and DA3 by defining a walk-zone and DA4 by having high priority in the three closest kindergartens. Families in the walk-zone are treated equally and priorities are defined by lottery. It appeared that the multiple tie-breaking rule might create a more egalitarian access to kindergartens, however it is not without its cost. The average number of children who are placed in their most preferred kindergarten is usually significantly lower and the average distance is greater. However, with a single tie-breaker over kindergartens, families are on average allocated to their more preferred kindergarten, even when compared to deterministic policies like DA1. Nevertheless, an allocation based on randomness might prove hard to justify to families. If having more egalitarian access is important, policy DA4 with a single tie-breaker would be the best of the three. The level of fair access is the same, satisfaction with average preferences is the best, and distance is the lowest.

Siblings always being given higher priority might prove another source of seemingly unfair treatment. If a family already has a child in a particular kindergarten, they are almost guaranteed to get a place in the same kindergarten for a sibling, even when there is another family living closer than them. We considered two policies, DA5 and DA6, which limit the number of places in a kindergarten that consider having a sibling a priority at up to $20 \%$. Even though the number of places reserved for siblings was low, most families still received a place in that kindergarten if they preferred it. There is almost no difference from policy DA1 on any measure, nor between DA5 and DA6, although theoretically DA6 should provide more opportunity to nearby families, and DA5 to children with siblings.

A clear oddity is policy DA7, which was initially designed to deliver more equal access to kindergartens for families who live far away from all kindergartens. While policy DA1 would give such families low priority everywhere, DA7 would still give them the highest priority in their closest kindergarten. When most families have a high preference for nearby kindergartens and for those where their siblings are, the result of DA7 is one of the best policy designs in all aspects. DA7 gives many families their first preference, it has the shortest average distance and even one of the best results for equality of access. However, the result is radically different when family preferences are mostly idiosyncratic and are almost independent from distance. In this case, DA7 is the worst policy of all for families. On average less than $40 \%$ of children get matched to their first preferences, but the average distance is the one of lowest. Thus the lesson from policy DA7 seems to be that the policy designer needs to predict the preferences of the society fairly accurately to select a good trade-off. When preferences and priorities are aligned, both of the main goals can be met. A downside of this policy is that it is vulnerable when preferences and priorities are misaligned, and then the price paid is significant in terms of efficiency and fairness. If a local municipality aims to minimise the distances between homes and kindergartens, then DA1 is the best option. The latter objective recently turned out to be crucial in Boston, where the local authority became concerned about the busing costs (Shi, 2015).

Finally, there remain several unsolved issues that we have not tried to address in the redesign. A dozen issues were listed along with a discussion about possible solutions. For example, it would be reasonable to coordinate the allocation between neighbouring municipalities, but cooperation is usually hard to achieve. Similarly, it would be best to know
about children with special needs before the allocation, but this is often infeasible.
A potential way to manage the shortage of kindergarten places is to provide monetary incentives for parents to stay at home with their children or to seek a place in private childcare. The question of how to set this monetary compensation in an optimal manner is also interesting in terms of future research. Here, optimality could mean minimising the total cost of providing childcare services in the municipality.

A few interesting aspects of designing a more flexible mechanism might improve the allocation for families. Making decisions on the size and the age composition of the groups in kindergartens and determining this in an optimal way based on the application data could give an additional boost to the number of families receiving a place in their most preferred kindergarten. Some of this research has been done in terms of lower quotas for opening groups (Biró et al., 2010a).

## A Generating counter-factual preferences

We use the 2016 data for counter-factual policy evaluation. To generate the counter-factual preferences only we use the distance between homes and kindergartens and sibling status in a kindergarten. The collected preference data is used to understand which features to use in the ranking function, the functional form of the utility function and the fixed effects of kindergartens.

For each family and kindergarten we know the geographical location from address lookup from google maps ${ }^{7}$ and Estonian Land Board (Maa-amet ${ }^{8}$ ) and distance calculations taken from Google maps distance ${ }^{9}$. We have a rich dataset for distance, as for each familykindergarten pair we know the driving and walking distances in kilometres and minutes. We also have the direct distance between the two points calculated with the haversine formula. The features are described in Table 7.

We fit a multinomial rank-ordered logit model (Croissant, 2011), which is similar to the model used by Shi (2015). The model assumes that families have an utility function of the form,

$$
\begin{equation*}
u_{i j}=\alpha_{j}+\sum_{k} \beta_{k} \cdot x_{k i j}+\epsilon_{i j} \tag{1}
\end{equation*}
$$

where $\alpha_{j}$ are fixed effect of kindergartens, $\beta_{k}$ is the coefficient for feature $k$ and $\epsilon_{i j}$ is the family's personal unexplained preference. We further use the utilities to find a probability if a ranking. In a ranked-order logit model the probability of a ranking is a multiple of a kindergarten begin is a particular position, which in our case is $\operatorname{Pr}(\operatorname{ranking} 1,2, \ldots, 7)=$ $\operatorname{Pr}($ ranking $=1) \cdot \operatorname{Pr}($ ranking $=2) \cdot \ldots \cdot \operatorname{Pr}($ ranking $=7)$. The probability of family $i$ ranking kindergarten $j$ at some position are,

$$
\left\{\begin{array}{l}
\operatorname{Pr}_{i j}(\text { ranking }=1)=\frac{e^{u_{i j}}}{\sum_{r=1}^{7} e^{u_{i j}}}  \tag{2}\\
\operatorname{Pr}_{i j}(\text { ranking }=2)=\frac{e^{u_{i j}}}{\sum_{r=2}^{7} e^{u_{i r}}} \\
\ldots \\
\operatorname{Pr}_{i j}(\text { ranking }=6)=\frac{e^{u_{i j}}}{\sum_{r=6}^{T} e^{u_{i r}}}
\end{array}\right.
$$

First our aim is to select one of the distance metrics from Table 7 to include in the utility model (1). For this we do 100 bootstrap runs with each metric. In Figure 4 we plot the resulting log-likelihood with its standard error. We see that the $\sqrt{\text { driving_distance_sec }}$ provides the best prediction on average. We also see that including the sibling status would improve the prediction accuracy, however the statistical significance of the coefficient is low (Table 8) in any combination of features. So we select the model (1) from Table 8 as our final model.

For policy comparison we generate the ranking over all kindergartens. We do not model the cut-off levels for outside options, when the family would rather keep the child at home. We assume they would always rather have a place in any of Harku's kindergartens.

[^21]Table 7: Family's kindergarten features

| Feature | Description |
| :---: | :---: |
| preference rank | Families rank of the kindergarten, between 1-7 |
| walking_distance_sec | walking time between family's home and kindergarten, based on Google (2015) |
| walking_distance_m | walking distance between family's home and kindergarten, based on Google (2015) |
| driving_distance_sec | driving time between family's home and kindergarten, based on Google (2015) |
| driving_distance_m | driving distance between family's home and kindergarten, based on Google (2015) |
| haversine_distance_m | direct distance between family's home and kindergarten |
| walking_distance_rank | kindergarten rank by walking distance |
| driving_distance_rank | kindergarten rank by driving distance |
| haversine_distance_rank sibling | kindergarten rank by haversine distance 1 if kindergarten has a sibling already attending, 0 otherwise |
| log_walking_distance_sec | $\log$ (walking_distance_sec) |
| sqrt_walking_distance_sec | $\sqrt{\text { walking_distance_sec }}$ |
| log_walking_distance_m | $\log$ (walking_distance_m) |
| sqrt_walking_distance_m | $\sqrt{\text { walking_distance_m }}$ |
| log_driving_distance_sec | $\log$ driving $_{\text {d }}$ itance $_{s} e c$ ) |
| sqrt_driving_distance_sec | $\sqrt{\text { driving_distance_sec }}$ |
| log_driving_distance_m | $\log$ (driving_distance_m) |
| sqrt_driving_distance_m | $\sqrt{\text { driving_distance_m }}$ |
| log_haversine_distance_m | $\log$ (haversine_distance_m) |
| sqrt_haversine_distance_m | $\sqrt{\text { haversine_distance_m }}$ |

To obtain a full ranking of kindergarten we use the probabilities from (2). For counterfactual preferences we vary the coefficient for distance. The parameter values are in (3). For each combination of parameters we generate several (7) different preference profiles and evaluate the policies on the average over all the preference profiles.

$$
\begin{equation*}
\beta_{1} \in\{0.0,0.05,0.1,0.23,0.25,0.5,1,2,4,10\} \tag{3}
\end{equation*}
$$

To better interpret the results we look at the results by conditional probabilities of a parameter set. We look at two conditional effects: (a) probability of ranking kindergarten higher given it is closer; and (b)probability of ranking a kindergarten higher given a kindergarten has a sibling. Formally the conditional probability are defined in (4) and (5).

$$
\begin{equation*}
\operatorname{Pr}\left(r_{1}<r_{2} \mid d_{1}<d_{2}\right)=\frac{\operatorname{Pr}\left(d_{1}<d_{2}, r_{1}<r_{2}\right)}{\operatorname{Pr}\left(d_{1}<d_{2}\right)} \tag{4}
\end{equation*}
$$

Table 8: Rank-ordered logit coefficients

|  | preference rank |  |  |
| :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) |
| $\alpha_{B}$ | $\begin{gathered} -0.690^{* * *} \\ (0.150) \end{gathered}$ | $\begin{gathered} -0.685^{* * *} \\ (0.150) \end{gathered}$ | $\begin{gathered} -0.560^{* * *} \\ (0.143) \end{gathered}$ |
| $\alpha_{C}$ | $\begin{gathered} -0.565^{* * *} \\ (0.173) \end{gathered}$ | $\begin{gathered} -0.540^{* * *} \\ (0.176) \end{gathered}$ | $\begin{gathered} 0.471^{* * *} \\ (0.145) \end{gathered}$ |
| $\alpha_{D}$ | $\begin{gathered} 0.157 \\ (0.176) \end{gathered}$ | $\begin{gathered} 0.185 \\ (0.182) \end{gathered}$ | $\begin{gathered} 1.479^{* * *} \\ (0.154) \end{gathered}$ |
| $\alpha_{E}$ | $\begin{gathered} 0.476^{* * *} \\ (0.156) \end{gathered}$ | $\begin{gathered} 0.500^{* * *} \\ (0.159) \end{gathered}$ | $\begin{gathered} 1.187^{* * *} \\ (0.146) \end{gathered}$ |
| $\alpha_{F}$ | $\begin{gathered} 0.275 \\ (0.176) \end{gathered}$ | $\begin{gathered} 0.351^{*} \\ (0.181) \end{gathered}$ | $\begin{gathered} 1.608^{* * *} \\ (0.153) \end{gathered}$ |
| $\alpha_{G}$ | $\begin{gathered} -1.769^{* * *} \\ (0.193) \end{gathered}$ | $\begin{gathered} -1.789^{* * *} \\ (0.195) \end{gathered}$ | $\begin{gathered} -1.580^{* * *} \\ (0.179) \end{gathered}$ |
| $\beta_{1}$ <br> $\sqrt{\text { driving_distance_sec }}$ | $\begin{gathered} -0.229^{* * *} \\ (0.015) \end{gathered}$ | $\begin{gathered} -0.220^{* * *} \\ (0.015) \end{gathered}$ |  |
| $\beta_{2}$ <br> sibling |  | $\begin{gathered} 20.750 \\ (2,676.852) \end{gathered}$ | $\begin{gathered} 20.812 \\ (1,651.629) \end{gathered}$ |
| Observations | 906 | 906 | 906 |
| Log Likelihood | -882.862 | -840.256 | -958.955 |
| Note: | * p | <0.1; ${ }^{* *} \mathrm{p}<0.0$ | ; **** $<0.01$ |



Figure 4: Predictive features

$$
\begin{equation*}
\operatorname{Pr}\left(r_{1}<r_{2} \mid s_{1}>s_{2}\right)=\frac{\operatorname{Pr}\left(s_{1}>s_{2}, r_{1}<r_{2}\right)}{\operatorname{Pr}\left(s_{1}>s_{2}\right)} \tag{5}
\end{equation*}
$$

The mean conditional probability with fitted regression parameter, $\beta=0.25$, is $\operatorname{Pr}\left(r_{1}<\right.$ $\left.r_{2} \mid d_{1}<d_{2}\right) \approx 0.79 \pm 0.02^{10}$. This is similar to what we observe it the 2016 data, where $\operatorname{Pr}\left(r_{i} \succ r_{j} \mid d_{i}<d_{j}\right)=0.81, i \neq j$. In Figure 5a shows the relationship between the logistic parameters and the conditional probabilities.

(a) Conditional probability on dis-(b) Conditional probability on siblings tance

Figure 5: Coefficients and conditional probabilities

[^22]B Allocated preferences

Table 9: Year 2016 allocated preference comparison

| Policy | 1st | 2nd | 3rd | 4th | 5th | 6th | 7th |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Harku | 115 | 14 | 6 | 3 | 4 | 8 | 2 |
| IA 1 | 122 | 8 | 2 | 5 | 8 | 3 | 4 |
| DA 1 | 110 | 17 | 3 | 6 | 6 | 9 | 1 |
| DA $2(\mathrm{M})^{a}$ | $\begin{aligned} & 98.75 \\ & (0.61) \end{aligned}$ | $\begin{aligned} & 19.95 \\ & (0.61) \end{aligned}$ | $\begin{gathered} 9.65 \\ (0.49) \end{gathered}$ | $\begin{aligned} & 11.05 \\ & (0.78) \end{aligned}$ | $\begin{gathered} 7.20 \\ (0.43) \end{gathered}$ | $\begin{gathered} 4.85 \\ (0.36) \end{gathered}$ | $\begin{gathered} 1.22 \\ (0.15) \end{gathered}$ |
| DA 2 (S) | $\begin{aligned} & 108.05 \\ & (0.61) \end{aligned}$ | $\begin{aligned} & 19.90 \\ & (0.56) \end{aligned}$ | $\begin{gathered} 4.65 \\ (0.41) \end{gathered}$ | $\begin{gathered} 4.95 \\ (0.39) \end{gathered}$ | $\begin{gathered} 7.70 \\ (0.37) \end{gathered}$ | $\begin{gathered} 5.85 \\ (0.36) \end{gathered}$ | $\begin{gathered} 1.20 \\ (0.11) \end{gathered}$ |
| DA 3 (M) | $\begin{aligned} & 98.30 \\ & (0.79) \end{aligned}$ | $\begin{aligned} & 21.95 \\ & (1.09) \end{aligned}$ | $\begin{aligned} & 8.85 \\ & (0.6) \end{aligned}$ | $\begin{gathered} 9.9 \\ (0.49) \end{gathered}$ | $\begin{aligned} & 8.35 \\ & (0.3) \end{aligned}$ | $\begin{gathered} 3.75 \\ (0.24) \end{gathered}$ | $\begin{gathered} 1.5 \\ (0.29) \end{gathered}$ |
| DA 3 (S) | $\begin{aligned} & 107.75 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & 20.65 \\ & (0.38) \end{aligned}$ | $\begin{gathered} 4.79 \\ (0.50) \end{gathered}$ | $\begin{gathered} 4.95 \\ (0.29) \end{gathered}$ | $\begin{gathered} 6.60 \\ (0.39) \end{gathered}$ | $\begin{gathered} 6.2 \\ (0.3) \end{gathered}$ | $\begin{gathered} 1.86 \\ (0.25) \end{gathered}$ |
| DA 4 (M) | $\begin{aligned} & 89.25 \\ & (1.06) \end{aligned}$ | $\begin{gathered} 27.2 \\ (0.84) \end{gathered}$ | $\begin{gathered} 13.1 \\ (0.88) \end{gathered}$ | $\begin{gathered} 9.85 \\ (0.76) \end{gathered}$ | $\begin{gathered} 7.7 \\ (0.53) \end{gathered}$ | $\begin{gathered} 4.35 \\ (0.43) \end{gathered}$ | $\begin{gathered} 1.38 \\ (0.26) \end{gathered}$ |
| DA 4 (S) | $\begin{aligned} & 104.85 \\ & (0.70) \end{aligned}$ | $\begin{aligned} & 19.15 \\ & (0.70) \end{aligned}$ | $\begin{gathered} 7.05 \\ (0.63) \end{gathered}$ | $\begin{aligned} & 8.15 \\ & (0.6) \end{aligned}$ | $\begin{gathered} 8.05 \\ (0.46) \end{gathered}$ | $\begin{gathered} 4.10 \\ (0.28) \end{gathered}$ | $\begin{gathered} 1.63 \\ (0.26) \end{gathered}$ |
| DA 5 | 110 | 17 | 3 | 6 | 6 | 9 | 1 |
| DA 6 | 110 | 17 | 3 | 6 | 6 | 9 | 1 |
| DA 7 (M) | $\begin{aligned} & 107.6 \\ & (0.47) \end{aligned}$ | $\begin{aligned} & 15.85 \\ & (0.52) \end{aligned}$ | $\begin{gathered} 5.7 \\ (0.36) \end{gathered}$ | $\begin{gathered} 8.9 \\ (0.42) \end{gathered}$ | $\begin{gathered} 6.95 \\ (0.33) \end{gathered}$ | $\begin{gathered} 5.9 \\ (0.32) \end{gathered}$ | $\begin{gathered} 1.47 \\ (0.17) \end{gathered}$ |
| DA 7 (S) | $\begin{aligned} & 107.75 \\ & (0.47) \end{aligned}$ | $\begin{aligned} & 16.90 \\ & (0.44) \end{aligned}$ | $\begin{gathered} 5.20 \\ (0.26) \end{gathered}$ | $\begin{gathered} 7.40 \\ (0.36) \end{gathered}$ | $\begin{gathered} 8.40 \\ (0.37) \end{gathered}$ | $\begin{gathered} 5.15 \\ (0.33) \end{gathered}$ | $\begin{gathered} 1.33 \\ (0.14) \end{gathered}$ |
| TTC 1 | 112 | 16 | , | 5 | 9 | 8 | 1 |
| TTC 2 (M) | $\begin{aligned} & 110.25 \\ & (0.52) \end{aligned}$ | $\begin{aligned} & 17.85 \\ & (0.49) \end{aligned}$ | $\begin{gathered} 4.00 \\ (0.32) \end{gathered}$ | $\begin{gathered} 6.55 \\ (0.41) \end{gathered}$ | $\begin{gathered} 7.75 \\ (0.45) \end{gathered}$ | $\begin{gathered} 4.70 \\ (0.52) \end{gathered}$ | $\begin{gathered} 1.38 \\ (0.21) \end{gathered}$ |
| TTC 2 (S) | $\begin{aligned} & 110.10 \\ & (0.45) \end{aligned}$ | $\begin{aligned} & 17.50 \\ & (0.56) \end{aligned}$ | $\begin{gathered} 3.85 \\ (0.33) \end{gathered}$ | $\begin{gathered} 6.40 \\ (0.56) \end{gathered}$ | $\begin{gathered} 7.95 \\ (0.36) \end{gathered}$ | $\begin{gathered} 4.80 \\ (0.35) \end{gathered}$ | $\begin{gathered} 2.00 \\ (0.23) \end{gathered}$ |
| TTC 3 (M) | $\begin{aligned} & 109.50 \\ & (0.54) \end{aligned}$ | $\begin{aligned} & 18.95 \\ & (0.72) \end{aligned}$ | $\begin{aligned} & 4.55 \\ & (0.34) \end{aligned}$ | $\begin{gathered} 5.75 \\ (0.37) \end{gathered}$ | $\begin{gathered} 7.00 \\ (0.40) \end{gathered}$ | $\begin{gathered} 5.20 \\ (0.28) \end{gathered}$ | $\begin{gathered} 1.50 \\ (0.25) \end{gathered}$ |
| TTC 3 (S) | $\begin{aligned} & 110.55 \\ & (0.61) \end{aligned}$ | $\begin{aligned} & 17.05 \\ & (0.51) \end{aligned}$ | $\begin{gathered} 4.65 \\ (0.36) \end{gathered}$ | $\begin{gathered} 6.20 \\ (0.52) \end{gathered}$ | $\begin{gathered} 7.05 \\ (0.39) \end{gathered}$ | $\begin{gathered} 5.75 \\ (0.35) \end{gathered}$ | $\begin{gathered} 1.25 \\ (0.13) \end{gathered}$ |
| TTC 4 (M) | $\begin{aligned} & 109.25 \\ & (0.56) \end{aligned}$ | $\begin{aligned} & 18.65 \\ & (0.74) \end{aligned}$ | $\begin{gathered} 3.78 \\ (0.33) \end{gathered}$ | $\begin{gathered} 7.40 \\ (0.62) \end{gathered}$ | $\begin{gathered} 8.80 \\ (0.57) \end{gathered}$ | $\begin{gathered} 3.60 \\ (0.36) \end{gathered}$ | $\begin{gathered} 1.80 \\ (0.29) \end{gathered}$ |
| TTC 4 (S) | $\begin{aligned} & 109.35 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & 18.75 \\ & (0.48) \end{aligned}$ | $\begin{gathered} 4.47 \\ (0.42) \end{gathered}$ | $\begin{gathered} 7.30 \\ (0.37) \end{gathered}$ | $\begin{gathered} 7.45 \\ (0.45) \end{gathered}$ | $\begin{gathered} 4.05 \\ (0.25) \end{gathered}$ | $\begin{gathered} 1.31 \\ (0.17) \end{gathered}$ |
| TTC 7 (M) | $\begin{aligned} & 109.40 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & 15.45 \\ & (0.37) \end{aligned}$ | $\begin{gathered} 3.75 \\ (0.28) \end{gathered}$ | $\begin{gathered} 7.45 \\ (0.39) \end{gathered}$ | $\begin{gathered} 8.55 \\ (0.36) \end{gathered}$ | $\begin{gathered} 5.70 \\ (0.25) \end{gathered}$ | $\begin{gathered} 1.89 \\ (0.23) \end{gathered}$ |
| TTC 7 (S) | $\begin{aligned} & 109.25 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & 16.00 \\ & (0.45) \end{aligned}$ | $\begin{gathered} 3.63 \\ (0.34) \end{gathered}$ | $\begin{gathered} 7.25 \\ (0.37) \end{gathered}$ | $\begin{gathered} 9.15 \\ (0.33) \end{gathered}$ | $\begin{gathered} 5.60 \\ (0.29) \end{gathered}$ | $\begin{gathered} 1.53 \\ (0.12) \end{gathered}$ |

[^23]
## C Map of the municipality



Figure 6: Locations of children and kindergartens (with walk-zones) in 2016

## D Results with Top Trading Cycles (TTC)



Figure 7: Conditional probability of distance (TTC)


Figure 8: Average distance and conditional probability of distance in preferences (TTC)


Figure 9: Fairness of access


Figure 10: Justified envy and blocking pairs (TTC)

Table 10: Year 2016 comparison of policies using reported preferences (DA and TTC)

| Policy | Mean preference | First | Mean distance (km) | With siblings | Frac. children with $\mathrm{JE}^{a}$ | BP per child with JE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DA 1 | 1.76 | 110 | 4.26 | $100 \%$ |  |  |
| DA $2(\mathrm{M})^{b}$ | $\begin{gathered} 1.85 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 98.75 \\ & (0.61) \end{aligned}$ | $\begin{gathered} 4.59 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| DA 2 (S) | $\begin{gathered} 1.72 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 108.05 \\ & (0.61) \end{aligned}$ | $\begin{gathered} 4.44 \\ (0.01) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| DA 3 (M) | $\begin{gathered} 1.83 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 98.30 \\ & (0.79) \end{aligned}$ | $\begin{gathered} 4.51 \\ (0.02) \end{gathered}$ | $\begin{gathered} 95 \% \\ (0.25 \%) \end{gathered}$ |  |  |
| DA 3 (S) | $\begin{gathered} 1.72 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 107.75 \\ & (0.38) \end{aligned}$ | $\begin{gathered} 4.45 \\ (0.02) \end{gathered}$ | $\begin{gathered} 96 \% \\ (0.3 \%) \end{gathered}$ |  |  |
| DA 4 (M) | $\begin{gathered} 1.91 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 89.25 \\ & (1.06) \end{aligned}$ | $\begin{gathered} 4.53 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| DA 4 (S) | $\begin{gathered} 1.75 \\ (0.01) \end{gathered}$ | $\begin{gathered} 104.85 \\ (0.7) \end{gathered}$ | $\begin{gathered} 4.49 \\ (0.01) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| DA 7 (M) | $\begin{gathered} 1.78 \\ (0.01) \end{gathered}$ | $\begin{gathered} 107.60 \\ (0.47) \end{gathered}$ | $\begin{gathered} 4.30 \\ (0.01) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| DA 7 (S) | $\begin{gathered} 1.76 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 107.75 \\ & (0.47) \end{aligned}$ | $\begin{gathered} 4.31 \\ (0.01) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ |  |  |
| TTC 1 | 1.76 | 112 | 4.39 | $100 \%$ | 11 \% | 1.06 |
| TTC 2 (S) | $\begin{gathered} 1.71 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 110.1 \\ & (0.45) \end{aligned}$ | $\begin{gathered} 4.49 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ | $\begin{gathered} 9 \% \\ (1.28 \%) \end{gathered}$ | $\begin{gathered} 1.08 \\ (0.03) \end{gathered}$ |
| TTC 2 (M) | $\begin{gathered} 1.69 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 110.25 \\ & (0.52) \end{aligned}$ | $\begin{gathered} 4.51 \\ (0.03) \end{gathered}$ | $\begin{aligned} & 100 \% \\ & (0.0 \%) \end{aligned}$ | $\begin{gathered} 21 \% \\ (0.82 \%) \end{gathered}$ | $\begin{gathered} 2.16 \\ (0.03) \end{gathered}$ |
| TTC 3 (S) | $\begin{gathered} 1.7 \\ (0.01) \end{gathered}$ | $\begin{gathered} 110.55 \\ (0.61) \end{gathered}$ | $\begin{gathered} 4.47 \\ (0.02) \end{gathered}$ | $\begin{gathered} 96 \% \\ (0.37 \%) \end{gathered}$ | $\begin{gathered} 14 \% \\ (1.24 \%) \end{gathered}$ | $\begin{gathered} 1.27 \\ (0.06) \end{gathered}$ |
| TTC 3 (M) | $\begin{gathered} 1.69 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 109.5 \\ & (0.54) \end{aligned}$ | $\begin{gathered} 4.46 \\ (0.02) \end{gathered}$ | $\begin{gathered} 95 \% \\ (0.33 \%) \end{gathered}$ | $\begin{gathered} 22 \% \\ (0.71 \%) \end{gathered}$ | $\begin{gathered} 2.16 \\ (0.04) \end{gathered}$ |
| TTC 4 (S) | $\begin{gathered} 1.69 \\ (0.01) \end{gathered}$ | $\begin{gathered} 109.35 \\ (0.38) \end{gathered}$ | $\begin{gathered} 4.6 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ | $\begin{gathered} 20 \% \\ (1.08 \%) \end{gathered}$ | $\begin{gathered} 1.86 \\ (0.05) \end{gathered}$ |
| TTC 4 (M) | $\begin{gathered} 1.7 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 109.25 \\ & (0.56) \end{aligned}$ | $\begin{gathered} 4.58 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ | $\begin{gathered} 26 \% \\ (0.52 \%) \end{gathered}$ | $\begin{gathered} 2.26 \\ (0.04) \end{gathered}$ |
| TTC 7 (S) | $\begin{gathered} 1.77 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 109.25 \\ & (0.41) \end{aligned}$ | $\begin{gathered} 4.48 \\ (0.01) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ | $\begin{gathered} 22 \% \\ (0.82 \%) \end{gathered}$ | $\begin{gathered} 1.70 \\ (0.06) \end{gathered}$ |
| TTC 7 (M) | $\begin{gathered} 1.78 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 109.4 \\ & (0.39) \end{aligned}$ | $\begin{gathered} 4.51 \\ (0.02) \end{gathered}$ | $\begin{gathered} 100 \% \\ (0.0 \%) \end{gathered}$ | $\begin{gathered} 23 \% \\ (0.83 \%) \end{gathered}$ | $\begin{gathered} 1.90 \\ (0.07) \end{gathered}$ |

[^24]
## References

Abdulkadiroğlu, A., Pathak, P. A., and Roth, A. E. (2005a). The New York City High School Match. American Economic Review, 95(2):364-367.

Abdulkadiroğlu, A., Pathak, P. A., Roth, A. E., and Sönmez, T. (2005b). The Boston Public School Match. American Economic Review, 95(2):368-371.

Abdulkadiroğlu, A. and Sönmez, T. (2003). School Choice: A Mechanism Design Approach. American Economic Review, 93(3):729-747.

Andersson, T. (2017). Matching Practices for Elementary Schools - Sweden. MiP Country Profile $24 \mathrm{http}: / / \mathrm{www}$. matching-in-practice.eu/wp-content/uploads/2017/01/ MiP_-Profile_No.24.pdf.

Ashlagi, I., Kanoria, Y., and Leshno, J. D. (2013a). Unbalanced random matching markets. In Proceedings of the fourteenth ACM conference on Electronic commerce, pages 27-28, New York. ACM Press.

Ashlagi, I., Kanoria, Y., and Leshno, J. D. (2013b). Unbalanced random matching markets: the stark effect of competition. http://web.mit.edu/iashlagi/www/papers/ UnbalancedMatchingAKL.pdf (Accessed 14.09.2016).

Ashlagi, I. and Nikzad, A. (2015). What matters in tie-breaking rules? How competition guides design. Unpublished working paper.

Biró, P., Fleiner, T., Irving, R. W., and Manlove, D. F. (2010a). The College Admissions problem with lower and common quotas. Theoretical Computer Science, 411(34-36):31363153.

Biró, P., Manlove, D. F., and McBride, I. (2014). The Hospitals / Residents Problem with Couples: Complexity and Integer Programming Models. In Gudmundsson, J. and Katajainen, J., editors, Experimental Algorithms, pages 10-21. Springer International Publishing.

Biró, P., Manlove, D. F., and Mittal, S. (2010b). Size versus stability in the marriage problem. Theoretical Computer Science, 411(16-18):1828-1841.

Blum, Y., Roth, A. E., and Rothblum, U. G. (1997). Vacancy Chains and Equilibration in Senior-Level Labor Markets. Journal of Economic Theory, 76(2):362-411.

Calsamiglia, C. and Güell, M. (2014). The Illusion of School Choice: Empirical Evidence from Barcelona. Federal Reserve Bank of Minneapolis Working Paper 712 https://www. mpls.frb.org/research/wp/wp712.pdf (Accessed 22.12.2016).

Calsamiglia, C., Haeringer, G., and Klijn, F. (2010). Constrained School Choice: An Experimental Study. American Economic Review, 100(4):1860-1874.

Chen, L. (2012). University admission practices - Ireland. http://www. matching-in-practice.eu/higher-education-in-ireland/. accessed 2016-01-18.

Chen, S.-H., Chang, C.-L., and Du, Y.-R. (2012). Agent-based economic models and econometrics. The Knowledge Engineering Review, 27(2):187-219.

Combe, J., Tercieux, O., and Terrier, C. (2015). The Design of Teacher Assignment: Theory and Evidence. http://www.lse.ac.uk/economics/currentStudents/ researchStudents/EDPjamboree/Terrier_PSE_EDPpaper.pdf (Accessed 04.08.2016).

Croissant, Y. (2011). Estimation of multinomial logit models in R: The mlogit Packages. https://cran.r-project.org/web/packages/mlogit/vignettes/mlogit.pdf (Accessed 12.12.2006).
de Haan, M., Gautier, P. A., Oosterbeek, H., and van der Klaauw, B. (2015). The performance of school assignment mechanisms in practice. IZA Discussion Papers 9118.

Dur, U. M. and Kesten, O. (2014). Sequential versus Simultaneous Assignment Systems and Two Applications. http://www.matching-in-practice.eu/wp-content/uploads/ 2014/01/Dur-Kesten.pdf (Accessed 04.08.2016).

Dur, U. M. and Kesten, O. (2015). The Appeals Process in NYC High School Match. Unpublished working paper.

Dur, U. M., Kominers, S. D., Pathak, P. A., and Sönmez, T. (2013). The Demise of Walk Zones in Boston: Priorities vs. Precedence in School Choice. NBER Working Paper Series 18981.

Ergin, H. and Sönmez, T. (2006). Games of school choice under Boston Mechanism. Journal of Public Economics, 90:215-237.

Gale, D. and Shapley, L. S. (1962). College admissions and the stability of marriage. The American Mathematical Monthly, 69(1):9-15.

Google (2015). The Google Maps Distance Matrix API. https://maps.googleapis.com/ maps/api/distancematrix/. accessed 2015-12-31.

Haeringer, G. and Klijn, F. (2009). Constrained school choice. Journal of Economic Theory, 144(5):1921-1947.

Hafalir, I. E., Yenmez, M. B., and Yildirim, M. A. (2013). Effective affirmative action in school choice. Theoretical Economics, 8(2):325-363.

Kennes, J., Monte, D., and Tumennasan, N. (2014). The Day Care Assignment: A Dynamic Matching Problem. American Economic Journal: Microeconomics, 6(4):362-406.

Knuth, D. E. (1997). Stable marriage and its relation to other combinatorial problems. American Mathematical Society, Providence.

Matching in Practice (2016). Matching Practices in Europe. http://www. matching-in-practice.eu/ (Accessed 27.12.2016).

McDermid, E. J. and Manlove, D. F. (2010). Keeping partners together: algorithmic results for the hospitals/residents problem with couples. Journal of Combinatorial Optimization, 19(3):279-303.

Ministry of Social Affairs (2015). Peretoetuste, teenuste ja vanemapuhkuste roheline raamat. Technical report, Ministry of Social Affairs.

Paat, G., Kaarna, R., and Aaviksoo, A. (2011). Meditsiiniliste erivajadustega laste üldhariduse korralduse analüüs. Technical report, Praxis Centre for Policy Studies, Tallinn.

Pathak, P. A. and Sethuraman, J. (2011). Lotteries in student assignment: An equivalence result. Theoretical Economics, 6(1):1-17.

Pathak, P. A. and Shi, P. (2013). Simulating Alternative School Choice Options in Boston. Technical report, MIT School Effectiveness and Inequality Initiative.

Pathak, P. A. and Sönmez, T. (2013). School Admissions Reform in Chicago and England: Comparing Mechanisms by their Vulnerability to Manipulation. American Economic Review, 103(1):80-106.

Preschool Child Care Institutions Act (2014). Riigikogu RT I, 13.03.2014, 4. https://www. riigiteataja.ee/en/eli/517062014005 (Accessed 04.08.2016).

Rawls, J. (1971). A Theory of Justice. Harvard University Press, Cambridge.
Roth, A. E. (2008). Deferred acceptance algorithms: history, theory, practice, and open questions. International Journal of Game Theory, 36(3-4):537-569.

Saraceno, C. (2011). Family policies. Concepts, goals and instruments. Carlo Alberto Notebooks, (230).

Shi, P. (2015). Guiding School-Choice Reform through Novel Applications of Operations Research. Interfaces, 45(2):117-132.

Sönmez, T. and Switzer, T. B. (2013). Matching With (Branch-of-Choice) Contracts at the United States Military Academy. Econometrica, 81(2):451-488.

West, A., Hind, A., and Pennell, H. (2004). School admissions and 'selection' in comprehensive schools: policy and practice. Oxford Review of Education, 30(3):347-369.

## Acknowledgements

I am grateful to my supervisor, Professor Emeritus Leo Võhandu, for introducing me to the topic of fair division in my bachelor studies, from which grew out my wider interests for mechanism design and matching.

I also wish to thank my second supervisor, Professor Kaire Põder, for including me into her projects on practical matching applications. Many ideas covered in this thesis were inspired by challenges encountered in there projects. Without these the thesis would not be what it is today.

I am especially thankful to Péter Biró for inspiring discussions and encouragement throughout the years of I have been working on matching markets. Without his advice it would had probably taken even longer for me to finish. I am also thankful to the Head of Informatics Institute, Rein Kuusik, for encouragement during the extended years of my studies.

I am also thankful for the participants of 2011 Lipari School on Computational Complex Systems and Santa Fe Institute 2015 Complex Systems Summer School for inspiring ideas and critical discussions that helped be better understand the interactions in markets and arising complexities.

I grateful to the language editor of this thesis and some of my papers, Aylin Gayibli, for the countless hours it must have took to improve my text and work with the $\mathrm{IA}_{\mathrm{E}} \mathrm{X}$ source code. Obviously, all the remaining errors are my own.

I am thankful for Estonian IT Academy scholarship for PhD students and Estonian National Doctoral School in Information and Communication Technologies for funding. Parts of this work were supported by Norway Grants V653 and European Cooperation in Science and Technology (COST) action IC1205.

Above all, I wish to thank Eve, for constant support and encouragement during the seemingly never-ending writing. Most of all, Mirtel and Oskar, for showing time and again me that all this is worth the effort.


#### Abstract

Two-sided markets have been extensively studied in many centralised situations, e.g. hospital-residence matching, school choice, kidney exchange, etc. Matching problems in general are becoming increasingly relevant and even more so in partially decentralised settings, e.g. allocating spare rooms to guest and taxis to passenger. Motivated primarily by the matching market cases in Estonia, i.e. school choice in Tallinn and kindergarten allocation in Harku, we study decentralised matching markets, strategic behaviour and the design of a centralised matching clearing-house.

In order to study decentralised matching, we propose three behavioural agent-based models ranging from random to more informed actions. The two more informed behaviours are previously known from the literature as best and better response dynamics, while the randomised behaviour is novel. We find that to coordinate a good match in a decentralised setting can prove to be difficult. Usually, a significant amount of agents remain unmatched and others are matched to a lower preference than they would be in a deferred-acceptance based centralised matching. In some settings with a small number of agents, short and correlated preferences, there is a high likelihood of finding a stable matching, but it diminishes quickly as preference lists become longer . Additionally, we find that noisy randomised behaviour often has better aggregate outcomes, a lower number of unassigned agents and median agent matched to a higher preference.

The school choice mechanism in Tallinn is partly centrally managed, but incentivises families to misrepresent their preferences. We use genetic algorithms to find a near-equilibrium distribution of strategies in this market. For learning strategies we propose a model for preferences and a cardinal utility function. We find that by using a multiplicative form for the utility function, we manage to recreate some empirical observations, namely how many preferred schools are reported to the central clearing-house. Additionally, we observe that the expected utility may be greater for some families under the manipulable Tallinn school choice mechanism compared to a central allocation by the deferred-acceptance based mechanism. Similar observations have been made in the literature for the manipulable Boston immediate-acceptance mechanism. Therefore, we can conjecture that this might be a property of a certain class of manipulable mechanisms.


Finally, we design an allocation mechanism for kindergartens in Harku. There are three main goals for allocation: considering the allocation preference rank of families, proximity to home and having siblings in the same kindergarten. We propose a design based on the deferred-acceptance algorithm. However, we find that the goals can be considered using different approaches. We propose seven policy designs that were evaluated on the basis of the average allocated rank, distance, siblings in the same kindergarten and fairness, i.e. the chance of being allocated to kindergartens ranked higher on the preference list. The evaluations are made based on collected preferences and parametrised counter-factual preferences. We find that with current preferences, the deterministic as well as some lotterybased policies produce very similar results to each other in terms of the allocated rank. Average distance is the lowest when policies are deterministic, while lotteries entail more fairness. However, when the preference structure changes, some policies can have an increasing effect the allocated preference rank, while still maintaining short distances between homes and kindergartens.

In general, we observed that centralised allocations are superior to decentralised mechanisms. If possible, it would be desirable to design a clearing-house to be simple and strategy-proof for the participants. However, we also observed that some participant might benefit from a manipulable clearing-house. Furthermore, we saw that certain behaviours in decentralised matching produce larger matching and match higher-ranked agents. As the sharing economy motivates more markets where goods are substitutes and need to be individually evaluated, these decentralised matching markets become increasingly important. Moreover, these markets are privately managed, as opposed to public markets. Therefore, considering how to manage and balance those markets in terms of efficiency or revenue is a significant challenge for further research.

## Kokkuvõte

Kahepoolseid sobitusturgusid on põhjalikult uuritud mitmetes tsentraliseeritud rakendustes nagu haiglate-residentide sobitus, koolivalik, organivahetus jms. Enamasti leiab neis olukordades rakendust optimaalne edasilükatud vastuvõtu mehhanism. Sobitusülesanded üldiselt muutuvad järjest olulisemaks ja isegi rohkem osaliselt detsentraliseeritud jagamis- ja platvormimajanduses. Peamiselt motiveeritud sobitusturgudest Eestis, nagu koolivalik Tallinnas ja lasteaiakohtade jagamine Harkus, uurime detsentraliseeritud sobitusturge, strateegilist käitumist ja lõpuks turudisaini võimalusi tsentraliseeritud sobitamiseks.

Detsentraliseeritud sobituse uurimiseks pakume välja kolm agentide käitumismudelit skaalal juhuslikust kuni informeeritud agendi käitumiseni. Informeeritud mudelid on kirjandusest varem tuntud kui parema ja parima vastuse dünaa-mikad, kuid juhusliku käitumise mudel on uudne sobitusturgude kontekstis. Tulemused näitavad, et suurel hulgal agentidel on keeruline detsentraliseeritud turul leida hea sobitus. Enamus olukordades jääb suur hulk agente ilma sobituseta ja ülejäänud on sobitatud madalama eelistusega kui seda oleks tsentraliseeritud turul. Samas, mõnes olukorras, kus on vähe agente väheste eelistustega, on suur võimalus neil ka omavahel detsentraliseeritult leida stabiilne sobitus, kuid see võimalus kahaneb kiirelt agentide arvu kasvades. Üllatusena selgub, et agentide juhuslik käitumine on turu kui terviku mõttes isegi parem kui informeeritumad käitumised - suurem arv agente on sobitatud ja seda ka eelistatuma agendiga. Lisaks leiame, et see on põhjustatud tänu väiksemale uuesti sobituse võimalusele juhusliku käitumisega mudelis. Lisades takistuse uuesti sobituseks ka informeeritumates mudelites, saame tulemuseks sarnased tulemused nagu juhusliku käitumisega mudelis.

Tallinnas on koolivaliku mehhanism osaliselt keskselt juhitud, kuid see ei motiveeri siiski vanemaid esitama tõeseid koolieelistusi. Me kasutame geneetilisi algoritme, et leida tasakaalupunkti lähedasi strateegiaid eelistuste esitamiseks. Strateegiate õppimiseks pakume eelistuste ja kardinaalse heaolufunktsiooni mudeli. Kasutades multiplikatiivset heaolufunktsiooni kuju, suudame taasluua mõned empiirilised tulemused, nagu mitu kooli on kasulik esitada. Lisaks selgub, et paljudel peredel (agentidel) on kasulikum Tallinna koolivaliku mehhanism, kui optimaalne edasilükatud vas-
tuvõtu mehhanism. Sarnane tulemus avaldub ka kirjandusest tuntud kohese vastuvõtu ehk Bostoni mehhanismis, kus mõnel agendil strateegiliselt manipuleerides on võimalik saavutada parem tulemus kui optimaalses jagamises. Siit tekib hüpotees, et ehk on see omadus mingil klassil manipuleeritavatel mehhanismidel. Viimases osas pakume võimaliku disaini Harkus vallas lasteaiakohtade jagamiseks. Harkul on jagamisel kolm eesmärki: arvestada perede eelistustega; pakkuda kodulähedane lasteaiakoht; ning õed-vennad samas lasteaias. Hindame võimalikke prioriteetide seadmise viise, kasutades jagamiseks edasilükatud vastuvõtu mehhanismi. Lisaks eeltoodud kriteeriumitele, hindame ka sobituse õiglust läbi pere (agendi) tõenäosusliku võimaluse saada koht eelistatuimas lasteaias. Kasutame hindamiseks nii kogutud eelistusi kui ka mudelipõhiseid eelistusi, et arvestada ka tundlikkust eelistuste muutumisele. Kogutud eelistustega selgub, et suur osa prioriteetide seadmise viise annavad sarnase määratud eelistuse positsiooni tulemuse. Keskmine kaugus lasteaiast on madalaim deterministlike prioriteetidega samas kui, oodatult, on õiglus suurem loteriipõhiste prioriteetidega. Seevastu, kui eelistuste struktuur peaks muutuma, siis mõned prioriteetide disainid määravad rohkem lapsi eelistatud lasteaeda, samas säilitades väikest kaugust lasteaia ja kodu vahel.

Üldiselt kinnitasime kirjanduses varem esitatud väidet, et tsentraalsed jagamised on mitmes mõttes paremad kui detsentraalsed turud. Tsentraalne turg peaks olema osalistele lihtne, et strateegiliselt mõtlemata oleks võimalik siiski saavutada kõigile parim tulemus. Vastasel juhul saavad ainult mõned, osavamad, agendid endale parema tulemuse ning teistel tuleb teine kord leppida kehvema tulemusega, kui optimaalsemalt käitumisega õnnestuks saavutada. Siiski näeme ka, et detsentraalseid turgusid saab mõningal määral juhtida, kas läbi parema info, tehislike tõkete või eelistuste struktuuri haldamisega. Samas on nende juhtimismehhanismide mõju väga sarnane ja reaalse maailma olukorras ei ole parima vahendi valimine üheselt määratud, mis ka kinnitab põhilist komplekssüsteemide raskesti haldamise omadust. Jagamismajanduse olukorras tekib rohkem turge, kus jagatavad kaubad on väga erinevad ja vajavad eraldi hindamist. Seega muutuvad detsentraalsed sobitusturud veelgi olulisemaks. Lisaks on need turud enamasti kasumit maksimeerivad eraettevõtted, mitte sotsiaalset heaolu maksimeerivad avalikud turud, mistõttu nende juhtimine ja tasakaalustamine on keeruline väljakutse edasiseks uurimiseks.
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