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Over the past years, DAAAM-Baltic has been an international
forum for researchers and engineers to present their research results
in the areas of industrial engineering, manufacturing and

w@\mTERNAﬂONM e automation. It provides an avenue for discussion and exchange of
\\A:&\ 43‘\ /c;@/@/,

new ideas addressing new techniques and methods for product
development and manufacturing engineering.

This DAAAM-Baltic-2014 conference in the DAAAM-Baltic
Conference series will continue the mission of the DAAAM, which is to give for young and
active scientists of the Baltic Sea region an opportunity to introduce their works and find
partners.

The main idea of starting DAAAM-Baltic meetings was to organize regional conferences of
DAAAM International events (DAAAM - Danube-Adrian Association for Automation &
Manufacturing). DAAAM International is association for international scientific and
academic cooperation in the fields of intelligent automation and modern production. This year
DAAAM International celebrates its 25" anniversary and is proved to be sustainable network
and family of scientists, scholars, students and engineers. DAAAM-Baltic is organized in
Estonia every second year. Estonia has been represented as a member of International
DAAAM Committee since 1994. In year 2014 we have 9th Conference of DAAAM-Baltic
and 18 years of history of publishing the Proceedings. The Proceedings of DAAAM-Baltic
have been included in Web of Science of Thomson Reuters since 2004.

The Conference addresses the issues of managing globalization in the internet age. Its scope
ranges from design engineering, production engineering, production management, materials
engineering to mechatronics and system engineering, with an emphasis on innovative
practices, to ensure that the focus of the conference is on learning, networking and generating
new ideas. We emphasize importance of European initiatives towards Factories of the Future
and technology platform Manufuture, and hope to give our contribution by bringing scientists,
entrepreneurs and industry specialists together for exchange of future visions based on
scientific research and case studies.

In 2014 we received over hundred proposals from 13 countries. About ninety participants
from 11 countries take part in the Conference. All proposals have been carefully selected and
full texts of presentations peer-reviewed to address key topics of the conference. About sixty
papers were selected to present orally. Part of proposals were rejected on the grounds of either
not being appropriate for the areas that DAAAM-Baltic covers or being of rather narrow and
specialized nature.

We wish to thank all authors, referees, members of the Organizing Committee and Program
Committee, as well as supportive organizations for their efforts which made this conference
possible. DAAAM-Baltic would not be possible without contributions from members of the
scientific community of the Baltic-Sea region.

We look forward to a very exciting and stimulating conference, and hope that you will join us
in next DAAAM-Baltic in 2016.

Tallinn; April 2014

Tauno Otto

Chairman of the Scientific Committee DAAAM-Baltic 2014
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DESIGN OF A RADIAL CAM FOR THE CAM-FOLLOWER MECH-
ANISM

Aan A., Heinloo M., Allas J.

Abstract: This paper presents a method for
designing of a radial cam on the worksheet
of Mathcad including the calculation of
follower’s displacements, values of its ve-
locities and accelerations, the optimization
of the contour of a cam by choosing the
eccentricity of follower and the radius of
base circle of cam and the simulation of
the working process of the cam mechanism.
The optimal coordinates the contour of the
cam were calculated. Finally, practical
information for exporting cam contour
data from Mathcad environment in data
format necessary for CNC part program
generation is discussed, considering CNC
controllers using the most widespread 1SO
type program format and contouring with
linear interpolation.

Key words: cam mechanism, design, opti-
mization, visualization.

1. INTRODUCTION

Cam mechanisms consisting of only two
elements, the cam as mechanical driver
element and the follower as driven ele-
ment, are widely used in technical applica-
tions due to reduced constructive com-
plexity. Any functional motion of follower
due to the movement of cam can be pro-
duced [].

Cam mechanism can be classified in sever-
al ways: by follower motion (translating,
rotating), by type of cam (radial, cylindri-
cal), by joint closure, by follower (flat,
rolling, mushroom) by cam curves [%].
Alaci et al. [*] have showed some aspects
concerning the design of cam mechanisms
with oscillating flat faced follower by us-
ing computer software. They also have
generated figures of cam profiles as enve-
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lopes of the straight lines paths on the
Mathcad worksheet.

In the study of Ahmet Shala and Ramé
Likaj [*] an analytlcal method for synthesis
of cam mechanism is presented. They use
Mathcad for displacement, velocity and
acceleration calculation of the follower.
This paper presents the method and the
results of numerical analysis of the radial
cam, with translating follower on the work-
sheet of Mathcad. The visualization of the
cam and follower and the simulation of
working process of cam-follower mecha-
nism are presented. The coordinates of the
visualized cam contour coordinates can be
used in the CNC milling machine for the
production of the real cam.

2. MATERIALS AND METHODS

2.1 The scheme of cam-follower mecha-

nism
Fig 1 shows the scheme of a cam-follower

mechanism
bh

___ Cam profile
___ Base circle

_- Follower
e

dr

b1
Fig.1. The scheme cam mechanism,
where ¢ is the rise angle, ¢, — the high
dwell angle, ¢¢ — the fall angle, ¢, — the
low dwell angle, € — the eccentricity, H —
the follower stroke



Let us consider the cam-follower mecha-
nism by the following parameters: the rise
angle of the follower ¢, = 60°; the high
dwell angle of the follower ¢, = 60°; the
fall (return) angle of the follower ¢ =
60°; the stroke of the follower H =
0.005m; the offset of the follower &; the
radius of the base circle of the cam R,; the
number of positions of cam in computa-
tions N = 360; angular velocity of the cam
w = 10rad/s.

2.2 Follower’s displacement
According to [?] let us describe the dis-
placement of the follower in the rise by the
law:
si.(¢) =H [35 (i)4 — 84 (2)5 +

! ; 9 br

L N 2
70 (E) 20 ( ¢r) ] (1)
and in the fall by the law

s,(9) =H—H I35 (‘P‘¢T—¢h)4 -

ér
84‘ <¢_¢T—¢h)5 + 70 (‘P‘¢r—¢h>6 _
of b
7
20 (%) l )
f

In (1), (2) ¢ is the rotation angle of a cam
from the initial position.

The displacement of a follower in one cy-
cle of cam's rotation can be determined by
the following program on the worksheet of
the Mathcad (Fig. 2)

(@)= [s1(p) f 0= =y
sl{cbe] £ gy <= b+ dy
sp(p) o B+ dy <@ = B+ by + Ay

0 otherwise

Fig. 2. Program for determination of the
follower displacement

Accordingly to program (Fig. 2) we get
follower displacement on fig. 3.

0.006)
= 0005 7 \
£ 0o ’
=
S 0.003 h
T_;‘._ 0.002
A 0.001 \

030 60 90 120 150 150 210 240 270 300 330 360

Rotation angle [degree]

Fig. 3. The dependence of the displacement
of the follower on rotation angle ¢ of the
cam

2.3 Follower’s velocity
The first derivative from equations (1) and
(2) gives the velocity analogue functions:

n@) =0 O

n(9) = o5 (0). (@)
The velocity analogue in one cycle of

cam's motion can be determined by the
program on the figure 4.

vipy= |vi(0) £ 0= p=dy

0 ¢ <=+
vald) f p+dy < 0= P+ dy +Of
0 otherwise

Fig. 4. Program for determination of the
follower velocity analogue

The program in fig. 4 computes the ana-
logue of the follower’s velocity in the de-
pendence on the rotation angle ¢ of the
cam. To determine follower’s real velocity
(fig. 5) the velocity analogue were multi-
plied by the angular velocity w of the cam.

i
\

\f
/

13
0 30 60 S0 120 150 180 210 240 270 300 330 360

Velocity [m/fs]

-01

Rotation angle [degree]

Fig. 5. The dependence of the follower
velocity on the rotation angle ¢ of the cam
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2.4 Follower’s acceleration

The second derivative from equations (1)
and (2) gives the acceleration analogue
functions:

()

dZ
a,(p) = d_(pzsz((ﬂ)- (6)
The acceleration analogue for one cycle of

cam's motion can be determined by the
program on the fig. 6.

a:(9) = 51 (p),

a(g)= |ag(p) £ 0= p=dy

0 f ¢ < =P +dy
ag(E) f dp+dy <@ = Op+ P+ Pp
0 otherwise

Fig. 6. Program for determination of the
follower acceleration analogue

The program in fig. 6 computes the follow-
er’s acceleration analogue in the depend-
ence on the rotation angle ¢ of the cam. To
determine follower’s acceleration (fig. 7)
the acceleration analogue were multiplied
by the square of the cam angular velocity
w”.

N

oA
f \
r
\
v

120 150 180 210 240 270 300 330 360

1N

70 30 60 90

Acceleration [m/fs2]

Rotation angle [degree]

Fig. 7. The dependence of the follower
acceleration on the rotation angle ¢ of the
cam

2.5 Optimization of the eccentricity and
the radius of the base circle

The pressure angle « (fig. 8) is one of the
limiting criteria’s for cam design. Accord-
ingly to Norton [*] the pressure angle must
be between 0 to +30 degrees. Pressure
angle value can be adjusted by the values
of the eccentricity ¢ and radius Ry of base
circle.

13

n

Cam profile

__ Common
normal

Follower

Common
,/ tanget

Fig. 8. The pressure angle o between the
cam and the follower

According to [°] the pressure angle « of the
cam determines the following formula:

v(p)—¢

s(p)+ ,R(Z,—s2

Base circle radius and eccentricity cannot
be solved conveniently directly. To find
proper R, and & Norton [°] suggest to use
special cam design program Dynacam or
some equation solvers such as Matlab,
TKSolver or Mathcad.

To determine the radius of base circle Roy
and eccentricity ¢let us formulate the fol-
lowing problem of optimization:

find such values for R, and ¢ that guaran-
tee satisfaction of the restriction

- (7

a(@, Ry, €) = arctan

a(®, Ry, &) =, (8)
in the rise and the restriction
a(®, Ry, &) =, 9)

in the fall.

With lower accuracy the solution of system
of equations (8) and (9) can be obtained
also by hand [], changing the values of R,
and e from initial values step by step. Do-
ing so it is useful to know that the change
of value € moves the graph of the function
a(p, Ry, €) upwards or downwards without
changing it shape and the change of value
Ro increases or decreases the external val-
ues of the function a(g, Ry, ). In such
way the solution for system of equations
(8) and (9) by low accuracy can be ob-
tained relatively quickly satisfying the need
of teaching process.



The solution method of high accuracy for
the system of equations (8) and (9) with
respect to R, and & by the help of Mathcad
will be developed in future.

Let us consider an example with the maxi-
mal value of the pressure angle a(¢, Ry, €)
a, = 20° (in rise) and minimal value of
the pressure angle a, = —24° (in fall).
Let’s take the initial values Ry, = 20mm
and € = Omm. In this case the curve of the
function a(e, Ry, €) is presented in fig. 9,
showing the pressure angle curve crossing
the values of a, = 20° and a, = —24°.
This means that the system of equations (8)
and (9) is not satisfied.

30

23

g

Ul

Sl
£

|
s
i

Pressure angle [degree]

-3
UD 30 60 90 120 150 180 210 240 270 300 330 360
Rotation angle [degree]

Fig. 9 Cam mechanism pressure angle,
Rp =20mmande =0

By changing the values of R, and ¢ step by
step one can visually observe the change of
the graph of function a(@,R,€) and
quickly obtain the position of this graph,
shown in fig. 10. This means that the sys-
tem of equations (8) and (9) is satisfied
with some compromise of accuracy. The
case in fig. 10 corresponds approximately
to Ry = 31lmm and € = —1.5mm.

30

23

e

r.\n

—123

Pressure angle [degree]

-3
"0 30 60 90 120 150 180 210 240 270 300 330 360

Rotation angle [degree]

Fig. 10 Cam mechanism pressure angle,
Ry = 31mm and € = —1.5mm
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2.6 Visualization of the cam and simula-
tion of the working process of cam-
follower mechanism

The polar coordinates S(¢), R(¢) of con-
tact point of the follower and the cam are

R(p) =
\/s(<p)2 + R: +2-s(p)JRs — €2, (10)

. & . &

B(p) =@ — (asm (%) — asin (R_o))
(11)

where R(¢) is the polar radius and B () -
the polar angle of the contour point in de-
pendence of angle of cam’s rotation ¢.
To visualize the contour of the cam let us
assume that the cam is not rotating but the
follower rotates around the centre of the
cam with angle of rotation ¢. Then the con-
tact point with polar coordinates
B(@), R(¢) draws the contour of the cam.
Fig. 11 visualizes the initial position of the
cam in the case R, =31mm and €=
—1.5mm.

Bl
Fig. 11 Cam contour in the polar coordi-
nates B (¢), R(¢)

The Cartesian coordinates of the cam con-
tour at the initial position are

x(p) = R(p)cos(B(9)),  (12)

y(p) =R(p)sin(B(p)).  (13)
To simulate the working process of the
cam-follower mechanism the cam in fig. 11
[°] is rotated by the angle 6= wt, where
o Is the angular velocity and t — the time.

Equations
x1(p) =x(p)-G(O), (14)
y(p)1 =y(p)-G6), (15)
where
cosf sinf
G(0) = (— sinf cos 9)



determine the contour of the cam, turned
around the centre of cam by the angle 6
counter clockwise.
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Fig. 12 A frame from video clip [’]
3. PRODUCTION OF CAM

Nowadays any part despite of its compli-
cated shape can be machined on modern
industrial CNC machine tools with geomet-
rical accuracy of at least 15 microns, so the
machining of the modelled geometrical
shape of a cam can be accomplished quite
easily with great precision. An ordinary
radial cam can be produced in CNC ma-
chining centre by contour cutting with a
square end mill of suitable type according
to cam material and dimensions. Cam ge-
ometry points in Cartesian coordinates can
be calculated with required accuracy ac-
cording to equations (12) and (13) (fig. 13)
by changing the angular increment of cal-
culations.

x(g) =

31| mm 0| mm
30.999 0.271
30.995 0.541
30.989 0.811
30.981 1.082
30.971 1.352
30.958 1.622
30.944 1.893

Fig. 13 Contour coordinates of optimal
cam

Different geometrical interpolation tech-
niques for connecting the calculated con-

tour points of cam can be available and
used in CNC machine tools depending on
the machine tool control options. As dis-
cussed by Norton [%], circular and spline
fitting interpolation techniques are superior
to linear interpolation in terms of vibratory
noise in acceleration measurements. Still,
on most CNC controllers in everyday use
only linear or circular tool movement in-
terpolation is available, so the geometrical
accuracy of a machined cam (so called
“chordal deviation”) compared to mathe-
matical model must be regulated by select-
ing appropriate angular increment for con-
tour points calculation.

Coordinate values on the fig. 13 can be
exported from Mathcad to another different
file formats (for example to Microsoft Ex-
cel or Notepad) for converting exported
data into file format suitable for direct us-
age in CNC machine tool part program.
Majority of CNC part programs are com-
posed in the form of a simple ASCII text
file. Widespread CNC controllers using
ISO or similar program format accept the
input of contour point values for linear
interpolation in the form of successive
lines of type

XY,

characters X and Y hereby representing the
machine tool axes followed by numerical
coordinate value, for example (numerical
values taken from fig.13)

X30.989Y0.811
X30.981Y1.082
X30.971Y1.352

Coordinate output in showed format can be
accomplished from Mathcad calculations.

As the cutting tool centre must be offset
from cam contour by the radius value of
the cutter, CNC controller’s cutter radius
compensation function must be used in
process of machining. The optimal method
for bringing the tool into cut for closed
contours is to approach the contour tangen-
tially, which helps to avoid contouring mis-
takes caused by tool deflection, so the tan-
gent line direction for the starting point of



contour cutting must be known. Consider-
ing the fact the type of cam contour studied
in this work is an arc between rotation an-
gles ¢=180...360, we can assume that the
tangent line for contour point ¢=0=360 is
parallel to Y axis (fig. 14). As the machin-
ing of contour is started and finished in
point ¢=0, additional tool moves parallel to
X and Y axis can be manually added to
program for smooth tool transition into and
out of the cut.

Cam profile
o P
Tool

4

Fig. 14 Tool movement steps: 1 — initial
position, 2 — beginning of contour start
point tangent line, 3 — starting point of con-
tour cutting, 4 - contour cutting, 5 — end
point of contour cutting, 6 — end of contour
end point tangent line, 7 — end position

In general the contours are milled using
climb cutting, although conventional cut-
ting may give better results in some special
cases. The choice between climb and con-
ventional cutting affects the machining
direction of a contour, which are accord-
ingly clockwise or counter clockwise for
external contours. However, the choice
between cutting direction can be easily
taken into account while exporting coordi-
nate data from Mathcad. Defining the rota-
tion angle range ¢ to change clockwise
(from 360 to O instead) results in contour
point coordinates output in clockwise di-
rection and vice versa.

4. CONCLUSION
1. The Computer Package Mathcad can be

considered as a convenient tool for design
of cams.
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2. Mathcad allows the simulation of motion
of virtual models of cam mechanisms.

3. Mathcad can be used to compute cam
contour coordinates, which can be used for
CNC part program.

4. The method presented in this paper can
be used in the teaching process of engi-
neering subjects and also by engineers in
their work.
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MULTI-POLE MODELING AND INTELLIGENT SIMULATION
OF CONTROL VALVES OF FLUID POWER SYSTEMS (PART 1)

Harf, M. & Grossschmidt, G.

Abstract: Composing of multi-pole models
and simulation of pressure control valves
and flow regulating valves used in fluid
power systems is considered in the paper.
Part 1 of the paper discusses methodology
of modeling and simulation. Multi-pole
mathematical models of pressure control
valves are presented. An intelligent simu-
lation environment CoCoViLa supporting
declarative programming in a high-level
language and automatic program synthesis
is used as a tool. Simulation examples of
pressure control valves are presented and
discussed.

In Part 2 multi-pole mathematical models
of flow regulating valves are described.
Simulation examples of flow regulating
valves are presented and discussed.

Key words: multi-pole model, pressure
control valve, intelligent programming
environment, simulation.

1. INTRODUCTION

When composing models of complex fluid
power systems usually models of
components of different levels are used.

Components of the lowest level are
hydraulic  resistors, tubes, hydraulic
interface elements, main valves, pilot

valves, etc. Hydraulic control valves of
different types are used as components of
the medium level. In this way models of
complex systems can be built up
hierarchically.

Hydraulic control valves [*°] are quite
complex devices containing low level
components, including internal feedbacks
and having possibilities for adjusting.
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Modeling and simulation tools in
existence, their  characteristics and
disadvantages have been discussed in [*?].
Using mainly two-pole models for
describing hydraulic control valves [*°] is
not adequate, as components of such
systems exert feedback actions. Obtained
large equation systems usually need
checking and correcting to guarantee
solvability.

In the current paper an approach is
proposed, which is based on using multi-
pole models with different oriented
causalities [°].

A special technique is used that allows
avoid solving large equation systems
during simulations [']. Therefore, multi-
pole models of large systems do not need
considerable simplification.

2. MULTI-POLE MODELS

In general a multi-pole model represents
mathematical relations between several
input and output values (poles).

In hydraulic and mechanical systems
variables are usually considered in pairs
(effort and flow variable). Multi-pole
models enable to express both direct
actions and feedbacks.

Each component of the system is
represented as a multi-pole model having
its own structure including inner variables,
outer variables (poles) and relations
between variables.

Using multi-pole models allows describe
models of required complexity for each
component. For example, a component
model can enclose nonlinear dependences,
inner iterations, logic functions and own



integration procedures. Multi-pole models
of system components can be connected
together using only poles. It is possible
directly simulate statics or steady state
conditions  without using differential
equation systems.

3. SIMULATION ENVIRONMENT

CoCoVila is a flexible Java-based simu-
lation environment that includes both
continuous-time and discrete  event
simulation engines and is intended for
applications in a variety of domains [7].
The environment supports visua and
model-based software development and
uses structural synthesis of programs ["]
for trandlating declarative specifications of
simulation problems into executable code.

Designer do not need to deal with
programming, he can use the models with
prepared calculating codes. It is conve-
nient to describe ssimulation tasks visualy,
using prepared images of multi-pole
models with their input and output poles.

4. PRESSURE CONTROL VALVES

Here we consider pressure control valves
that are types of valves used to limit
(safety valve) or control (relief vave)
pressure in afluid power system.

Two types of pressure control valves:
direct operated and pilot operated are
under consideration.

4.1 Direct Operated Pressure Control
Valve
Direct operated pressure control valve

under consideration is shown in Fig.1.
4 2 3 18 5 7

Fig. 1. Direct operated pressure control valve
(Mannesmann Rexroth)

The valve consists of housing 1, sleeve 2,
spring 3, advance mechanism 4, poppet

with cushioning spool 5, hardened seat 6,
spool sleeve 7 and spring retainer of a
special shape 8 (used to compensate fluid
jet force).

If the valve is used as safety valve, pres-
sure is considered as input. If the valve is
used as relief valve, volumetric flow is
considered as input.

Simulation task for dynamics on a direct
operated safety valve model is shown in
Fig.2.

PR PR 1 5 o © [ [ 48 [ B e 0 VP VB P e o

dynamic
Process
D

<

Fig.2. Simulation task of a direct operated
safety valve dynamics

Multi-pole models: VPCplsaf — poppet with
spool and spring, RPCsaf — flow through slot
of poppet valve, ResHrad — spring retainer as
resistor, ResGCh — cushioning resistor, IEH6-
1-2-1, IEH6-2-1 — interface elements.

Inputs: pressure pl, spring preliminary
compressibility f\VO, outlet pressures p2, p3.
Outputs: volumetric flows Q1 and Q2.
Simulation manager:dynamic Process 3D.

4.1.1 Mathematical Models

Poppet with spool and spring VPCplsaf
Inputs: pressures pl, p2, p3, spring preliminary
compressibility fVO, pressure drop in flow-
through slot of poppet valve dp.

Outputs: volumetric flows Q1, Q2, displace-
ment of poppet valve y.

Force acting to spring retainer:
Fr=n* (dr’-d1%)/4 * (p2+p3)/2,
where
dr  diameter of spring retainer,
dl diameter of spool sleeve,

p2 pressure after poppet valve,
p3 outlet pressure.

Lifting force to the poppet valve:
F1=n*d1%*pl/ 4 + n* (d2% - d1%)*(p1 -
p2)/8 * sin (B * m /180) + Fr,

where
dl diameter of spool sleeve,

d2 outer diameter of poppet seat,
pl input pressure,



p2 pressure after poppet valve,
B half of cone angle,
Fr force acting to spring retainer.

Opposite force to the poppet valve:
F2 =zt * dr? *p3/ 4,
where
dr diameter of spring retainer,
p3 outlet pressure.
Stiffness of the spring:
c=G *ds*/ (Ds®* n *8),
where
G shear modulus,
ds diameter of spring wire,

Ds diameter of spring,
n  number of turns of the spring.

Displacement of the poppet valve:
y=(F1-F2)/c-fV0,
where
F1 lifting force to the poppet valve,

F2 opposite force to the poppet valve,

fVO spring preliminary compressibility.
Volumetric flows:

Q1=0, Q2=0.
Difference of valve velocity used in
Runge-Kutta method for integration for
dynamics:
dv = (At/m)*(F1 - F2 - (y + fV0)*c -

(FFO+kfr*(pl+p2)/2)*sign(v,0.001)-hv*v),
where
At
m
Ffo
kfr

time step,

mass,

constant part of friction force,
coefficient of friction force,
v velocity of valve,

hv damping coefficient.

Difference of valve displacement:
dy = At *v.
Effective area of valve:
A = *d1%/4.
Volumetric flows:
Ql=A*v, Q2=0QL
Poppet valve slot RPCsaf

Inputs: pressures pl, p2, displacement of
poppet valve y.

Outputs: volumetric flows Q1, Q2, pressure
drop in poppet valve slot dpe.

Area of the poppet valve slot:

Ad = W (d1+d2)/2 * y * sin (B* 7 /180),
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where

u
di

d2

discharge coefficient,

diameter of spool sleeve,

outer diameter of poppet seat,

y  displacement of the poppet valve,
B half of cone angle.

Pressure drop in poppet valve slot:
dp =pl-p2
Volumetric flows:
Q1 =Ad * (2 * abs(dp) /p)*?, Q2=0Q1,
where
p fluid density.

4.1.2 Simulations

The following parameter values are used in
the simulations under consideration.

Basic parameters for the fluid HLP46:
kinematic viscosity at temperature 40°C vy =
46e-6 m?/s, density at temperature 15°C pys =
875 kg/m®, basic compressibility factor of fluid
at temperature 20°C fro = 1/18.4e8 m%N |,
relative content of undissolvable air in fluid vol
= 0.02 and temperature 6 = 40°C.

For VPCplsaf: d1=0.0048 m, d2=0.005 m,
dr=0.014 m, p=15 deg, ds=0.0025 m,
Ds=0.016 m, n=6, G=8ell N/m, m=0.04 kg,
kfr=0 N/Pa, Ff0=0 N, hv=0 Ns/m.

For RPCsaf: d1=0.0048 m, d2=0.005 m,
u=0.8, p=15 deg.

For ResHrad: dr=0.014 m, d1=0.0048 m.
For ResGCh: diameter d=0.0005 m, length
1=0.02 m.

Results of direct operated safety valve
statics simulation are shown in Fig.3.

fvo = 0.0005 m

etric flow, m3/s

Volun

fv0 = 0.0025 m

10
Input pressure, Pa

Fig.3. Direct operated safety valve statics

Graphs of volumetric flow through the val-
ve depending on the input pressure for 5
different values of spring preliminary com-
pressibility fVO from 0.0005 m to 0.0025
m are presented. The valve opens
correspondingly at pressures 5e6 Pa to
22e6 Pa depending on fVO. The value of



volumetric flow is defined by restricted
displacement value 1le-3 m of the poppet
valve.

Results of direct operated safety valve
dynamics simulation are shown in Flg 4.
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Fig.4. Direct operated safety valve dynamics

A step disturbance 4e6 Pa of pressure pl at
the left port during 0.001 s is applied as
input (graph 2). The volumetric flow (1)
follows the change of the input pressure,
oscillations damp in 0.008 s.

Results of direct operated relief valve
statics S|mulat|0n are shown in Fig. 5
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Fig.5. Direct operated relief valve statics

Graphs of output pressure (1) and displace-
ment of the valve (2) depending on the
input volumetric flow for three different
values of spring preliminary compressi-
bility fV0 from 0.0005 m to 0.003 m are
presented. Some dependence of output
pressure from input volumetric flow can be
observed.

Results of direct operated relief valve
dynamics simulation are shown in Fig.6. A
step disturbance le-4 m®s of volumetric
flow during 0.001 s at the left port is
applied as input (2).

Displacement of the valve (3) almost
follows change of the input volumetric
flow. Damped oscillating output pressure
(1) increases from initial to new higher
level.
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Fig.6. Direct operated relief valve dynamics

4.2 Pilot Operated Pressure Control
Valve

Pilot operated pressure control valve under
consideration is shown in Fig. 7

Fig.7. Pilot operated pressure control valve
(Mannesmann Rexroth)

The valve contains pilot poppet valve 1,
pilot valve spring 2, pilot control line
resistors 3 and 4, main valve 5, main valve
spring 6, main valve cushioning resistor 7
and advance mechanism 8.

If the valve is used as safety valve, pres-
sure is considered as input. If the valve is
used as relief valve, volumetric flow is
considered as input.

Simulation task for dynamics on a pilot
operated safety valve model is shown in

Fig.8.
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Fig.8. Simulation task of a pilot operated
safety valve dynamics



Multi-pole models: VPPC — pilot poppet valve
with spring, RPPC — pilot poppet valve slot,
VPMC - main poppet valve with spring,
RPMC — main poppet valve slot, ResGRor —
pilot control line resistors, ResHRor — main
poppet valve cushioning resistor, ResHCh —
outlet resistor, IEH8-1-3-1, IEH6-2-2, IEH6-2-
1, IEH4-2-1-2 — interface elements.

Inputs: pressure pl, spring preliminary
compressibility VO, outlet pressure p3.
Outputs: volumetric flows Q1 and Q2.
Simulation manager: dynamic Process 3D.

The following parameter values are used in
the simulations.

For VPPC: d1=0.0048 m, d2=0.005 m,
dr=0.014 m, p=15 deg, ds=0.0015 m,
Ds=0.008 m, n=8, G=8ell N/m, m=0.02 kg,
kfr=2e-9 N/Pa, Ff0=0 N, hv=50 Ns/m.

For RPPC: d1=0.0048 m, d2=0.005 m, p=0.8,
p=15 deg.

For VPMC: d1=0.021m, d2=0.022m, p=45
deg, ds=0.0008 m, Ds=0.016 m, n=8, G= 8ell
N/m, m=0.05 kg, kfr=2e-9 N/Pa, Ff0=2 N,
hv=5 Ns/m.

For RPMC: d1=0.021 m, d2=0.022 m, p=0.8,
=45 deg.

For ResGRor: d=0.001 m and 0.002 m,
1=0.005 m.

For ResHRor: d=0.001 m, 1=0.005 m.

For ResHCh: d=0.002 m, 1=0.03 m.

Results of pilot operated safety valve
statics simulation are shown in Fig.9.

10E-4 1
““fvo = 0.0016 m

a
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Fig.9. Pilot operated safety valve statics
Graphs of main volumetric flow (1), pilot
volumetric flow (2) and pilot pressure (3)
depending on the input pressure for two
different values of preliminary compressi-
bility fV0 = 0.0016 m and 0.0018 m of the
pilot valve spring are presented.

If fV0 = 0.0016 m pilot valve opens rapidly
at pressure 11e6 Pa then closes a bit and
opens more later. If fVO = 0.0018 m pilot
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valve opens rapidly at pressure 12.3e6 Pa
then closes and reopens later.

The main valve reacts slightly to opening
of the pilot valve and opens rapidly
correspondingly at pressures 12.2e6 Pa and
13.6e6 Pa depending on the value of fVO.
Results of pilot operated safety valve
dynamics simulation are shown in Fig.10.

1164

| e 2 i
' 3

264

I0E-8

7568

28E8
22868

Ja3e1ds10

20E8
17568

1568
[ 12568
WES

Output volumetric flow, m3is

W BAgEA Jo1id 0 s

&
A

]

g

=
1E-4

2568

CEOD 0EC

2 1 .'I-'ir.m‘.,-. 3 4
Fig.10. Pilot operated safety valve dynamics

A step disturbance 3e6 Pa of pressure pl
during 0.1 s at the left port is applied as
input (1). Pilot valve (3) begins to open at
input pressure 12.3e6 Pa. At input pressure
13.4e6 Pa main valve (4) begins to open.
At the same time output volumetric flow
(2) rapidly increases to maximum. Main
valve shift (4) to maximum 20e-4 m causes
additional flow through pilot valve and its
additional shift (3). When the main valve
stops at the maximum displacement the
additional flow through pilot valve
disappears and pilot valve partly closes.

Results of pilot operated relief valve statics
simulation are shown in Fig.11.
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Fig.11. Pilot operated relief valve statics
Graphs of output pressure (1) and

displacement of the main valve (2)
depending on the input volumetric flow for
three values of preliminary compressibility
fVO from 0.0006 m to 0.0014 m of pilot
valve spring are presented. Slight
dependence of output pressure on input



volumetric flow can be observed.

Results of pilot operated relief valve
dynamics simulation are shown in Fig.12.
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Fig.12. Pilot operated relief valve dynamics
A step disturbance le-4 m*/s of volumetric
flow during 0.001 s at the left port is
applied as input (2). Displacement of the
main valve (3) follows the input volumetric
flow with a little delay.

Both the pilot valve (4) and the output
pressure (1) oscillate and reach the new
level during 0.003 s.

5. CONCLUSION

In the paper modeling and simulation of
hydraulic pressure valves of fluid power
systems were considered. Multi-pole
models are used that enable adequately
describe physical processes in hydraulic
systems. Both direct actions and feedbacks
can be expressed in component models.

Simulations are performed using an
intelligent  programming  environment
CoCoVilLa with feature of automatic
synthesis of programs from the knowledge
available in visual model.
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MULTI-POLE MODELING AND INTELLIGENT SIMULATION
OF CONTROL VALVES OF FLUID POWER SYSTEMS (PART 2)

Harf, M. & Grossschmidt, G.

Abstract: The paper is a continuation of
the Part 1. All the general aspects and a
simulation tool used were considered in the
Part 1.

Here multi-pole mathematical models for
flow regulating valves of three types are
described. Mathematical models of a two-
directional flow regulating valve are
presented. Examples of simulations of flow
regulating valves are presented and
discussed.

Key words: multi-pole
regulating valve, simulation.

model, flow

1. INTRODUCTION

In the paper, modeling and simulation of
flow regulating valves used in fluid power
systems are considered. Methodology,
multi-pole  mathematical models and
simulation  environment have been
discussed in the Part 1 of the paper.

2. FLOW REGULATING VALVES

In flow regulating valves [*] the flow is
not related to the pressure drop between
the valve input and output. This means
that the fluid flow set remains constant,
even with pressure deviations. Flow
regulating valves are used when the
working speed should remain fixed in
spite of different loads at the user.

Flow regulating valve contains adjustable
throttle and pressure  compensator
ensuring constant pressure drop in the
throttle.

Flow regulating valves of three main types
exist:

1. Two-directional valve where throttle is
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located after pressure compensator.

2. Two-directional valve where throttle is
located before pressure compensator.

3. Three-directiona valve where throttle
and pressure compensator are connected
in parallel way.

Functional schemes of the flow regulating

valves of three types are shown in Fig.1.

Fig. 1. Functional schemes of flow regula-
ting valves

2.1 Two-directional Flow Regulating
Valve (type 1)

Two-directional flow regulating valve
(type 1) is shown in Fig.2.

Fig. 2. Two-directional flow regulating
valve (type 1) (Mannesmann Rexroth)

The valve consists of throttle pin 1 with
orifice 2, normally open control spool 3
with two springs 4, bores 5, 6 to the spool
surfaces and stroke limiter 7.

Simulation task for dynamics on a two-

directional flow regulating valve model
(type 1) is shown in Fig.2.



Fig.3. Simulation task of a two-directional
flow regulating valve dynamics (type 1)

Multi-pole models: RQGSR - pressure com-
pensator slots, ResYOrA — regulating spool
slot, VQAS21 — pressure compensator spool,
ResGCh, ResHCh cushioning resistors,
IEH6-1-3-1, IEH4-2-1-2 — interface elements.
Inputs: pressure pl, regulating slot area A,
outlet pressure p3.

Outputs: volumetric flows Q1 and Q3.
Simulation manager: dynamic Process 3D.

2.1.1 Mathematical Models

Pressure compensator slots RQGSR
Inputs: pressure pl, volumetric flow Q2,
displacement of the pressure compensator
spool y.

Outputs: pressure p2e, volumetric flow Q1,
pressure drop dpe.

Spool conical part length:

a = (d1-d2)/2/tan(p * = /180),
where
dl diameter of spool sleeve,
d2 diameter of the end of the cone,
B half angle of the cone.

Displacement of the spool corresponding to
switching point from one model to another:

h = a/( cos*(B * = /180)).
If y>=h:
width of the spool slot
x = ((y-a)>+(d1-d2)%/4)*?,
median diameter of the spool slot
dx = (d1 + d2)/2.
If y<h:
X = y*sin(p * n /180),
dix = (d1 - 2*x*cos(p * = /180)),
dx = (d1 + d1x)/2.
Pressure compensator slot area:
A = p* wxdx*x,
where
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p  discharge coefficient.
Output pressure:
p2e = pl - Q2%/A*p /2,
where
p fluid density.

Output volumetric flow:

Q1=0Q2.
Output pressure drop:
dpe = pl - p2.

Pressure compensator spool VQAS21

Inputs: pressures pl, p2, p3, pressure drop dp
in poppet valve flow-through slot.

Outputs: volumetric flows Q1, Q2, Q3,
displacement of poppet valve y.

Pressure compensator Sp00| areas:

Al =n*d1% 4,
A2 =1 * (d2% d1%) / 4,
A3 =n* d2% 4,

where
dl diameter of the spool sleeve,
d2 diameter of the spool sleeve head.

Force to pressure compensator spool:
F = Al*pl+A2*p2-A3*p3.
Coefficient of fluid jet force:
B = p*n*d1*2*dp*(cos(p *n/180))*
sin(B*n/180)/c.
Stiffness of springs:
cl=G *ds1*/ (Ds1®* nl1 * 8),
c2 = G * ds2%/ (Ds2** n2 * 8),
where
G shear modulus,
dsl, ds2 diameters of spring wires,

Ds1, Ds2 diameters of springs,
ni, n2 numbers of turns of springs.

Sum of spring stiffnesses:
c=cl+c2.
Displacement of the pressure compensator
spool:
yl = 1/(1-B)*(F/c-fV0),
where
fVO spring preliminary compressibility.
Pressure compensator spool slot width:
y=Yy0-yl,
where

y0 initial spool slot width.



Differences of spool velocity and spool
displacement used for dynamics are
calculated using the similar procedure as
for difference of valve velocity and spool
displacement in the direct operated
pressure control valve in Part 1 of the
paper. Here difference dv is calculated by
formula:
dv=(at /m)*(F-(y1*(1-B)+fVO0)*c-
(FFO+kfr*(pl+p2)/2)*sign(v,0.001)-hv*v).
Volumetric flows:
Q1 =Al*v, Q2=A2*, Q3 =A3*v.

Regulating throttle orifice ResYOrA

Inputs: pressures pl, p2, area of the regulating
throttle orifice A.
Outputs: volumetric flows Q1, Q2.

Volumetric flows:
Q1 = w*A*(2*(p1-p2)/ p)*?, Q2=QL.

2.1.2 Simulations

The following parameter values are used in
the simulations.

The fluid HLP46 is used. Basic parameters
of the fluid have been described in the Part

1 of the paper.

For RQGSR: d1=0.012 m, d2=0.01 m, u =0.8,
=30 deg.

For VQAS21: d1=0.01 m, d2=0.03 m,

y0=0.0023 m, 1=0.8, p=30 deg, ds1=0.0028 m,
Ds1=0.022 m, nl=5, ds2=0.0017 m,
Ds2=0.014 m, n2=4, G= 8ell N/m, m=0.04
kg, kfr=2e-9 N/Pa, Ff0=0.3 N, hv=0 Ns/m.

For ResYOrA: ;1 =0.8, A=1.7e-5 m*.

For ResGCh: diameters d=0.0015 m, lengths
1=0.02 m and 0.01 m.

For ResHCh: d=0.0025 m, I=0.01 m.

Results of two-directional flow regulating
valve (type 1) statics simulation are shown
in Fig.4.

Graphs of volumetric flow (graph 1),
regulated pressure (2) and displacement of
the valve (3) depending on the input
pressure for two different values of the area
of regulating throttle orifice A = 1.7e-5 m?
and 3e-5 m? are presented. As it can be
seen, the valve operates normally at input
pressures higher than 2e6 Pa. Output
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volumetric flow (1) slightly drops if input
pressure increases.

LU “EAEA J0 JuBLLaIe|ds|Q
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Fig.4. Two-directional
valve statics (type 1)
Results of two-directional flow regulating
valve (type 1) dynamics simulation are
shown in Fig.5.
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Fig.5. Two-directional
valve (type 1) dynamics
A step disturbance 1e6 Pa of pressure pl
during 0.005 s at the left port is applied as
input (4). Step change of the input pressure

flow

causes regulated pressure (2) change.
Regulated pressure causes valve shift (3).
Valve shift together with regulated
pressure cause output volumetric flow (1)
to achieve a new level.

2.2 Two-directional Flow Regulating
Valve (type 2)

Two-directional flow regulating valve
(type 2) is shown in Fig.6.

Fig. 6. Two-directional flow regulating
valve (type 2) (Mannesmann Rexroth)



The flow regulating valve consists of
adjustment device 1, triangle shape
regulating slots 2, pressure compensator
spool 3, pressure compensator round slots
4 and spring 5. Simulation task for
dynamics on a two-directional flow
regulating valve model (type 2) is shown in
Fig.7.
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Fig.7. Simulation task of a two-directional
flow regulating valve dynamics (type 2)

Multi-pole models: ResYOrx — triangle shape
regulating slots, RQHSR — pressure compen-
sator round slots, VQBSx — pressure compen-
sator spool, ResGCh cushioning resistor,
IEH7-1-2, IEH5-1-2-2 — interface elements.
Inputs: pressure pl, triangle shape regulating
slot displacement x, outlet pressure p2.
Outputs: volumetric flows Q1 and Q2.
Simulation manager: dynamic Process 3D.

The following parameter values are used in
the simulations.

For ResYOrx: 1=0.8, x=1.75e-6 m.

For RQHSR: d=0.012 m, p=0.8, y0=0.0022
m, pressure compensator slot radius r=0.002m.
For VQBSx: d=0.012m, y0=0.0022m,
ds=0.0017 m, Ds=0.008 m, n=6, G=8e11 N/m,
fV0=0.0005 m, Ff0=0.05 N, kfr=2e-9 N/Pa,
m=0.03 kg, hv=20 Ns/m.

For ResGCh: diameter d=0.00065 m, length
[=0.003 m.

Results of two-directional flow regulating
valve (type 2) statics simulation are shown
in Fig.8.
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Fig.8. Two-directional flow regulating

valve (type 2) statics

Graphs of volumetric flow (graphs 1),
regulated pressure (2) and displacement of
the valve (3) depending on the input
pressure for two different values of the
triangle shape regulating slot displacement
X = 5e-7 m and 3e-6 m are presented. As it
can be seen, the valve operates better at
smaller displacements of triangle shape
regulating slot.

Results of two-directional flow regulating
valve (type 2) dynamics simulation are
shown in Fig.9.
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Fig.9. Two-directional flow regulating

valve (type 2) dynamics

A step disturbance 1e6 Pa of pressure pl
during 0.005 s at the left port is applied as
input (3).Step change of the input pressure
causes valve shift (2). Valve shift causes
regulated pressure (4) change. Regulated
pressure together with input pressure cause
output volumetric flow (1) to take a new
level through damped oscillations.

2.3 Three-directional Flow Regulating
Valve

Three-directional flow regulating valve is
shown in Fig.10.



Fig. 10. Three-directional flow regulating
valve (Mannesmann Rexroth)

The valve consists of the throttle pin 1 with
orifice 2, normally closed control spool 3
with two springs 4, bores 5 and 6 to the
spool surfaces.

Simulation task for dynamics on a three-
directional flow regulating valve model is
shown in Fig.11.
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Fig.11. Simulation task of a three-

directional flow regulating valve dynamics

Multi-pole models: ResHOrA - regulating
orifice, VQAS22 pressure compensator
spool, RQYSR — pressure compensator slots,
ResGCh, ResHCh cushioning resistors,
IEH10-1-4-2, IEH4-2-1-1 — interface elements.
Inputs: outlet pressure p3, volumetric flow Q1,
regulating orifice area A, outlet pressure p2.
Outputs: inlet pressure pl, volumetric flows
Q2 and Q3.

Simulation manager: dynamic Process 3D.

The following parameter values are used in
the simulations.

For ResHOrA: u=0.8, A=2e-6 m”.

For VQAS22: d1=0.008 m, d2=0.02 m, u=0.8,
p=30 deg, ds1=0.0035 m, Ds1=0.014 m, n1=S5,
ds2=0.0025 m, Ds2=0.01 m, n2=4, G=8ell
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N/m, m=0.04 kg, kfr=2e-9 N/Pa, Ff0=0.3 N,
hv=5 Ns/m.

For RQYSR: d1=0.008 m, d2=0.006 m, u=0.8,
=30 deg.

For ResGCh: d=0.0015 m, 1=0.02 m.

For ResHCh: d=0.001 m, I=0.02 m.

Results of three-directional flow regulating

valve statics simulation are shown in

Fig.12.
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Fig.12. Three-directional flow regulating

valve statics

Graphs of output pressure of the right port
(graphs 1), regulating orifice volumetric
flow (2) and valve volumetric flow (3)
depending on the input pressure for two
different values of the area of regulating
orifice A = 1e-6 m? and 2e-6 m? are
presented.  Output  pressure linearly
depends on input pressure. Sum of valve
volumetric flow and regulating orifice
volumetric flow equals to input volumetric
flow Q1 = le-4 m’/s. If A=le-6 m? the
output pressure is constantly 4e6 Pa higher
of the input pressure. If A=2e-6 m? the
output pressure is constantly 2e6 Pa higher
of the input pressure.

Results of three-directional flow regulating
valve dynamics simulation are shown in
Fig.13.
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Fig.13. Three-directional flow regulating
valve dynamics
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A step disturbance of pressure p3 1e6 Pa at
the right port during 0.001 s is applied as
input (graph 1). Step change of the input
pressure causes valve shift. Valve shift
causes valve volumetric flow (4) change.
Difference of input volumetric flow Q1
and valve volumetric flow equals to
regulating orifice volumetric flow (3).
Output pressure (2) is defined by input
pressure, area of regulating orifice and
orifice.  volumetric  flow.  Transient
responses take 0.005 s.

3. CONCLUSION

In the paper modeling and simulation of
hydraulic flow regulating valves of fluid
power systems was considered.

The results of static simulations of both
hydraulic pressure and flow regulating
valves considered in Part 1 and Part 2 are
in accordance with Mannesmann Rexroth
and Eaton-Vickers catalogue performance
characteristics.

Dynamic simulations for valves of both
types are performed and results are shown.

Models and results of dynamics simulation
could be useful for describing dynamic
behaviour of control valves and
representing their dynamic performance
characteristics in catalogues.

Proposed pressure and flow regulating
valve models can be used as subsystems
when simulating complex fluid power
systems.
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A NEW TYPE OF COMPACT SILENCER FOR HIGH FREQUENCY

NOISE
Kabral, R., Auriemma, F., Knutsson, M., Abom, M.

Abstract: In modern IC engine design
super-chargers are utilized to increase the
fuel conversion efficiency. Nevertheless,
these components are also recognized as
strong high frequency noise sources in the
engine compartment. For installations
under such limited space and high sound
pressure conditions innovative noise
control concepts are essential.

To reduce this type of noise a new type of
silencer based on micro-perforated plates
and optimized using the so called Cremer’s
acoustic impedance is proposed and
investigated experimentally. The
experimental data is also used to validate
modelling done on the new silencer.

Key words: Compact silencer, Micro-
perforated, Acoustic impedance, Super-
Charger.

1. INTRODUCTION

Since 2015 the vehicle manufacturers have
been obliged to implement engines
complying the Euro 6 emission standard
[']. To this aim, the super-charging of the
engine is almost un-avoidable, as it
increases the indicated fuel conversion
efficiency. On the other hand, additional
concerns related with high frequency noise
generation, will arise from compressors.
Traditional solutions to reduce intake noise
of the IC engine are based on the well-
known Helmholtz resonator, which reflects
sound generated back to the source.
Moreover, sound reflections also occur at
the opening of the duct termination (See
e.g. [F] or [*]). Therefore, in such solutions,
the noise dissipation relies on the source
ability to absorb the reflected noise.
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To overcome this dependence, and to
design a robust noise control solution, the
sound has to be dissipated by properly
designed absorptive elements.
Traditionally, dissipative silencers are
based on fibrous materials, which pollute
the medium and, when integrated to the air
inlet, can cause failure of the IC unit.
Therefore, producing acoustic absorption
with non-fibrous materials is of interest.
The idea of producing acoustic resistance
in room applications by employing the
viscosity in circular small apertures (in
order of acoustic boundary layer) is
originated from D. Y. Maa [*]. Usually,
producing such acoustic elements is a time
consuming and expensive process. These
issues can be overcome by using mass
produced sound absorbing panels called
Acustimet™ [°].

These panels were studied also as one
possible noise control solution in vehicle
applications (See e.g. [°]). In addition, a
new type of silencer based on the micro-
perforated panels (MPP) was proposed and
studied by Allam and Abom in []. In order
to eliminate the drawback of having
transmission loss minima at half-wave
length multiples, the locally reacting limit
was formulated by Abom and Allam in [?].
The proposed design consists of straight-
flow channel made of MPP that is adjoined
to locally reacting cavity, thus resulting in
a locally reacting surface.

Kabral et. al. proposed the optimization
technique for such compact silencer in the
[°]. The essence of the method is matching
the acoustic wall impedance with the
Cremer optimum impedance [*°]. The latter
was derived to obtain the highest sound
damping in an infinite channel. The



concept was developed further by Tester in
[*'], who derived the expression for the
circular cross-section, and also added the
plug-flow correction as follows:

kr

ZCC = (088 - 038l)m ’

(1)

Zcc — the norm. surface impedance for
theor. maximum sound damping
in a circular duct;

k - the wave number, m™:;
r - the radius of the channel, m;
M - the Mach number.

The investigation in [*] was carried out by
employing simplified FEM model where
the cavity and perforation of the compact
silencer were defined as an acoustic
impedance boundary condition. The model
was been validated with hi-resistance
configuration under no flow conditions.
The results indicated that, by implementing
this optimization technique, very high
controlled sound damping is achievable.

In the present work, a systematic validation
of the modelling, and a detailed
investigation of the sound damping
mechanisms, will be performed. The same
prototype cavity, used in [?], will be
implemented in configuration with three
different Acustimet™ MPPs (see Fig. 1).
In addition, the same simplified FEM
model is employed to compute acoustic
quantities corresponding to the Cremer’s
optimum.

@90
260
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105

155

Fig.1. The sketch of the prototype silencer
[°] with indicated MPP in field no. 1.

2. METHOD

In order to evaluate if the MPP and cavity
combination is optimal, the acoustic
impedance of the absorbing surface has to
be determined and compared to the
Cremer’s optimum. In the compact silencer
this impedance is formed by contributions
from MPP and the locally reacting cavity
as
Zsurf = Zupp t Zcav » (2)

where

Zsury — anormalized surface impedance;
Zuypp — the normalized MPP impedance;
Z.av — thenormalized cavity impedance.

The geometrical parameters are known in
case of two of the three MPP Acustimet
included in the investigation (Tab. 1). As a
consequence, the acoustic  transfer
impedance can be determined by means of
existing semi-empirical models. On the
other hand, exact parameters of the
Acustimet panel with largest apertures are
unknown, except the thickness, which is
Imm for all the panels. Therefore, the
acoustic transfer impedance of this panel
will be determined experimentally.

Name Perforation Slit width
Ratio [mml]

Res. 0.05 Unknown Unknown
Res. 0.25 6.5 0.240
Res. 1.50 4.3 0.095
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Table 1. Geometrical parameters of
Acustimet MPP’s.

2.1 Acoustic impedance models

The comprehensive overview of the
existing semi-empirical models for MPP
transfer impedance has been given by Guo
et. al. in [°]. The resulting model of slit

type MPP, utilized also herein, was
validated experimentally by testing
different Acustimet™ panels.

The acoustic resistance Re(Z) and

reactance Im(Z) of Acustimet MPP is being
computed as:
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where
o - aradial frequency, s;
p - the density of the medium, kg/m?;
k  — shear wave number, m™;
t - the thickness of perforated panel, m;
o - the porosity of the perf. surface;
B — afactor for grazing flow effects;
u, — peak particle velocity in apertures,

m/s; and
R, - surface resistance, Pas/m.
The shear wave number which is used to
relate the acoustic boundary layer thickness
with the dimensions of the aperture, is

defined as:
k=d F 5
N4 ®)
where
d - the slit width, m; and

v — the kinematic viscosity of

medium,m?/s.

The consequence of the oscillating motion
of the fluid on the perforated surface is the
increase of the acoustic resistance, which
contribution is given by [*]:

1
R = Ew/pr , (6)
where
n - the dynamic viscosity of the

medium, kgm?2 /s.

The equation for cavity impedance,
implemented herein, was derived in [8]
as:
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Loy =

HY (k,R)
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where

k, - the axial wave number, m-1;

R - the radius of the expansion
chamber, m;

r  — the radius of main duct, m;

H,(,:‘)— the Hankel function of n:th kind

and m:th order.
2.2 Experiments

The experimental procedures in the present
work is considering plane wave 0" duct
mode and assuming time dependency of
exp(iot). Consequently, the well-known
acoustic two-port model [*] for flow-duct
elements is  appropriate  for  the
investigation.

Depending on the selection of acoustic
state variables, the linear relation of the
states between the ports are given though
either acoustic scattering (Eq. 8) or transfer
matrix (Eq. 9) [**]:

[pé+ pé’+l _[Ra Hpa- pé’-l
Pb+ Phe] LTa Rp Ph-]
(8)

P{z P{zl]z[Tn T12] [plla pyl
a, qil Tar Ta2l|q qff|
€©)

where pk. and pil are complex acoustic
pressure wave amplitudes at port a and b of
the first and second set of state variables.
The subscript + and indicate the
propagation direction; R and T are complex
reflection and transmission coefficients.

pk and gl are total acoustic pressure and
acoustic volume flow at port a and b of
first and second set of state variables.

By considering the number of unknowns in
these matrixes, and by assuming not



symmetric setup, two sets of linearly
independent state vectors have to be
experimentally determined.

While the elements of scattering matrix are
straightforward description of the wave
interaction problem, the transfer matrix
formulation is more appropriate for
estimation of transfer properties, e.g.
acoustic impedance. Moreover, one can be
obtained from the other one by linear
transformation of the state vectors.

In order to determine the necessary state
vectors of two-port, the acoustic pressures
at both branches are measured with duct
wall mounted microphones. Finally, the
wave decomposition is carried out
according to technique described in [*].
For perforated elements, whose thickens is
much smaller than the acoustic wave
length, the air inside the apertures can be
considered as lumped mass. In this case it
can be shown that the transfer matrix
elements (Eq. 9) become T;; =1, T,; =0,
Ty2 = 1and Ty, = Zypppoc/A.

2.2 Performance parameters

The most common quantity used to
evaluate the acoustic performance of a
silencer is sound transmission loss (TL).
The TL can be interpreted as the loss of
acoustic power in sound transmission
through the two-port element. This can be
obtained from the transmission elements of
the scattering matrix (Eq. 8) according to:

1
TL = 10log,, (W) (10)

The Eq. 10 is valid in case of same cross-
sectional area in both ports (a and b),
negligible  flow pressure loss and
temperature gradient.

The transmission loss is produced by the
absorption and reflection of incident
waves.

The latter is not favorable, in terms of
robust noise control solution, since it relies
on the ability of the source to absorb the
reflected waves. Hence, the TL alone is not

32

sufficient to evaluate the silencers acoustic
performance.

In addition to the TL, the absorption
coefficient spectra are commonly studied
to evaluate the silencer ability to absorb
sound. This can be computed by utilizing
the scattering matrix elements and
normalizing the input sound power to 1W
as:

(1-M)?

A=1-|R* —=
IRl 1+ M)?

=TI, (1)

The absorption coefficient provides insight
of how much incident sound power is
absorbed. This is not adequate to evaluate
the performance of the absorbing element
of the silencer as soon as R becomes not
negligible. In addition, the absorption
coefficient is computed in linear domain
while the sound perceived by the receiving
person is in logarithmic scale.

Therefore, for optimization purposes, the
sound actually entering the silencer has to
be considered. This can be done by
computing sound absorption (SA) instead
of absorption coefficient as:

(1—Mm)?
1—|RI*+—+%>5
1+ M)?
SA = 10logy |T(|2 ) ,
(12)

Also the sound reflected can be obtained in
similar fashion as:

(1 - M)?
SR = —-101 1-|R|?—=
Ogl() | I (1 +M)2 )
(13)

The set of TL, SA and SR will give
detailed description of the silencer acoustic
performance and  quantification  of
dampened, absorbed and reflected sound
power. Hence, the set of these logarithmic
guantities is adequate to evaluate the
goodness of the optimized silencer.



3. RESULTS

The normalized acoustic resistance and
reactance of locally reacting surface inside
the compact silencer prototype has been
computed by means of Eq. 3, 4 and 7 for
Res. 0.25 and Res 1.50 MPPs (See Tab. 1).

]

18 1
16 1
14 4
12 1

——Res. 0.05

1 1---Res.0.25

08 4 Res. 1.50
—Cremer

o6 4

0.4
0.2 4

o
13 4

11
09 A
0.7 1
05 Vi
A
03
01
.0_]_ E
'0.3 E
05
0.7

Norm. Acoustic Reactance [1] Norm. Acoustic Resistance [1]

0 350 700 1050 1400 1750 2100 2450 2800 3150 3500
Frequency [Hz]

Fig. 2. Acoustic Impedance of the locally
reacting surface inside the compact silencer
prototype for no mean flow case.

The respective quantities of Res. 0.05 MPP
are  obtained by combining the
experimentally determined transfer
impedance with the Eg. 7 according to
Eq. 2. These results are plotted in the
comparison with the Cremer’s optimum for
no mean flow case in the Fig. 2.

In the Fig. 2 one can observe that, for none
of the configurations, the total (Eq.2)
acoustic impedance is not matching exactly
the Cremer’s optimum. Nevertheless, the
prototype provided with the MPP of Res.
0.25 is matching the above optimum at
around 2.5 kHz, since the delivered
normalized resistance is only 0.1 lower.
However, as the grazing flow on the
surface of MPP generates additional
contribution to the resistance (See Eq. 3), it
is expected to match the Cremer condition
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even better when a mean flow through the
silencer is introduced.

In the Fig.3 the acoustic surface
impedance of the configuration with the
Res. 0.25 MPP is computed and compared
to the Cremer optimum in case of 0.05
Mach mean flow condition.
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Fig. 3. Acoustic Impedance of the locally
reacting surface inside the compact silencer
prototype for 0.05 Mach mean flow case.

It can be seen in the plot (Fig. 3) that, in
case of 0.05 Mach mean flow, the Cremer
condition is closely fulfilled.

In the following figure (Fig. 4) the set of
acoustic performance quantities (See Eg.
12 and 13) are plotted for the three
compact silencer configurations in no mean
flow conditions.

The wide and low TL peak of Res. 1.50
configuration in Fig.4 indicates the
absorptive type of damping which can be
confirmed by observing the SA curve of
the same configuration. In this setup the
acoustic resistance is too large, i.e. the
access to the cavity is restricted and,
therefore, the cavity is not efficiently
utilized.

Although this type of low reflection
behavior (See the SR curve in the Fig. 4) is
desirable in anechoic terminations, it is not



optimum in perspective of space, and
hence it will not be considered further.
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Fig. 4. Acoustic performance quantities

under no mean flow conditions.

The other configurations in Fig. 4 have
both high TL peaks. For this reason, by
looking only at the TL spectrums, it would
be hard prefer one over another.
Nevertheless, by studying the SA an SR
spectrums, the mechanism on sound
damping is revealed. One has to note that
the cut-off of the peak of the configuration
Res. 0.05 is believed related with the
experimental difficulties to realize the
completely sealed cavities. This means that
even higher reflection properties are
expected.

The transfer impedance of the MPPs has
been determined for planar elements,
whereas the plates inside prototype are
bended to tubular shape. Nevertheless, the

numerical results of simplified FEM model
presented in [°] are validated reasonably
well for both configurations in the Fig. 4.
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Fig. 5. Acoustic performance quantities
under 0.05 Mach mean flow conditions.

Accordingly, this modelling technique can
be efficiently utilized in the optimization
process.

In the Fig.5 it is observable that the
absorption properties of the prototype
configurations are unaffected and the
reflection of sound has been reduced
further at the resonance frequency.

4. CONCLUSIONS

In the present work a new type of compact
silencer was proposed and experimentally
investigated. In addition, the numerical
model of this silencer has been validated.



It was shown that the sound transmission
loss is not adequate for the acoustic
performance assessment of the compact
silencer.

To get better insight of the sound damping
mechanism, another set of quantities,
describing the sound power distribution,
were derived and analyzed.

This enabled to evaluate whether in a
certain configuration the absorption is
optimal.

It was confirmed experimentally that the
proposed compact silencer, optimized
according to the Cremer’s impedance, is a
very effective solution for noise control.
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DEVICE FOR CONTINUOUS CELLULOSE YARN DRYING AND
FORMING

Koskinen, H.; Isomaa, T.; Lehto, J.; Stark, T.; Salmela, J.; Liukkonen, J.;

Kiviluoma, P.; Widmaier, T. & Kuosmanen, P.

Abstract: Cotton fibres are widely used
for manufacturing of fabrics but cotton
farming  requires heavy use of
agrochemicals and irrigation. However, it
is possible to produce yarn directly from
pulp fibres with no dissolution or
disintegration process. This research
describes design, manufacture and testing
for a device which is used to dry and form
continuously flowing pulp fibre suspension
into yarn. The developed device described
in this paper was capable of continuous
manufacturing of fibre yarn and it
established solid basis for future research.
Key words: cellulose, fibre, yarn, cotton,
wire, rayon

1. INTRODUCTION

Cotton farming covers 5 % of worlds
farming area but it uses 11 % of all
agrochemicals. Intensive farming of cotton
has caused pollution to the waters, wear of
the soil and it has changed the animal
population. In the future highly pollutant
cotton can be replaced by cellulose based
materials. There are already alternatives to
cotton. Rayon is a material produced from
cellulose fibers but it still requires heavy
chemical treatments [*].

One of the main motivations for this
research was finding a method for taking
advantage of new material by forming it
mechanically into a yarn and enable of
producing environmentally  friendly
material which can substitute for cotton
and rayon.[*],[F] New method described
later to produce cellulose based yarn is
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cleaner to the environment and it can use
harvesting surplus. Finland’s harvesting
surplus alone could replace 20 % of the
world’s cotton demand [*].

Starting point for this research was the
invention of new method for the
manufacture of fibrous yarn [*°]. The
method was invented in Technical
Research Centre of Finland (VTT). In
previous research VTT has successfully
manufactured short samples of the yarn. [*]
Target of this research was to develop a
device that can produce cellulose based
yarn continuously. Main function of this
device is forming of the cellulose yarn.
Based on experiences from laboratory scale
manufacturing excess water must be
compressed out while the vyarn is
simultaneously twisted to maintain the
round cross section during the pressing
(Figure 1).

Fig. 1. Electron 'micrograph image of a
rotated yarn where a is the turning angle of
the yarn. [°]. Example is not from fibre
yarn.



Research hypothesis was that if the pulp
fibre suspension is extruded between two
angled wires the compression will dewater
the yarn and angular force element will
twist the yarn and it will achieve its final
form. The final result would resemble
ordinary cotton yarn. []

This paper describes how the main
functions of the process have been solved
and how they are technically implemented.
Part of this research was also seeking the
proper parameters for producing the yarn
and find out how speed, pressure and
rotating angle affect to the quality and
properties of the yarn in this case. []

2. MATERIALS AND METHODS

VTT has invented and patented a
completely new method for producing
cellulose based yarn [®]. The results from
earlier experiments show that material
properties of this new type of cellulose
yarn are promising and good quality yarn
has already been made. Previous
experiments are made in laboratory scale
and produced yarns have not been long
enough for making e.g. fabric out of
them.[]

Initial shape of the yarn is achieved
through fast suspension crosslinking right
after the special nozzle before hitting the
wire. In the nozzle rheology modifiers
prevent clocking and the fibres are oriented
with the flow [°]. Different compounds are
pumped through the nozzle with
synchronized speeds and as they get mixed
the crosslinking prevents further mixing
and initial dewatering with gravity. Figure
2 schematically illustrates the process in
the nozzle.
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Fig. 2. Schematic illustration of the nozzle.
Fiber suspension with rheology modifiers
(1) salt water (2) gel yarn (3). [*]

Wet gel yarn is extruded directly to the
lower wire which conveys the material
between upper and lower wires. When the
yarn encounters the upper wire the water
begin to be compressed out of it. The
diameter of yarn decreases when it moves
along between the wires. Wires are aligned
so that the gap between them decreases
when approaching the output point and
wire angle difference in X-Y direction
maintains the yarn rotation while pressing.

All free water is removed by pressing the
yarn between the wires. At this point the
strength of the yarn is sufficient for reeling
and the final drying takes place there. In
the future also drying is included to this
device.

Angular adjusting of the wires is
implemented by two-pieced frame. Lower
frame part is solid and upper frame can be
rotated. Upper frame rotates along two
conductors and it is lockable. Conductors
permit slight movements also in horizontal
plane.

Frame of the device is designed to be easy
to adjust and maintain. The final
construction is seen on the Figure 3.



Fig. 3. Basic layout of frame and wire
arrangement.

The frame of the device is required to have
high stiffness because rollers are attached
only from one end and they must stay well
aligned to get the yarn to uniform quality.
Adding features and modifying the
placement of the rollers for possible
upcoming needs should be easy.

The speed of the wires must be accurately
adjustable to get the operating speed
synchronized with the pump that is feeding
the material. The operation of wires is done
individually with two PC controlled AC
servo motors. The velocities can be
automatically synchronized to each other
by giving the amount of deviation in
angularity of wires.

In the first operating tests the device is
being used for drying woolen yarn that has
been soaked into water. With this kind of
yarn different parameters can be tested to
get the yarn to go nicely between the wires
while getting its shape.

3. RESULTS

As a result of this project a fully functional
and highly adjustable device for drying and
forming cellulose yarn is designed and
manufactured. The device can handle yarn
speeds up to 10 m/s. The preliminary tests
were performed with speed of 1 m/s. At
low speed it is possible to optimize nozzle
position and relations of wire speeds.
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Fig. 4. Optical microscopic image of fibre
yarn manufactured by the developed
device.

Main production parameters were chosen
by experimental tests, where effect of each
parameter on the form of yarn was studied.
The final parameters were wire speed,
rotating angle and space between the upper
and the lower wire. By changing the wire
angle in X-Y plane the force rotating the
yarn at horizontal plane is changed. Gap
between the wires affect the compression
pressure and it can also change the yarn
rotation by changing friction force.

Rough adjusting for these parameters was
based on results of visual inspection of the
yarn (Figure 4). The main goal at this point
was to produce yarn continuously. The
specific properties of yarn (constant
diameter, tensile strength) were minor
issues. The results of the preliminary tests
were promising and established solid basis
for future research.

4. DISCUSSION

The purpose of this project was to develop
a device to continuously produce yarn
directly from pulp suspension. The way of
turning fibre suspension into a yarn is
completely new and the developed device
is first of its kind. Achieved results were
compared to manually manufactured
cellulose yarn and commercial yarn made
from cotton. The yarn produced by the
device has very similar properties
compared to untreated cotton yarn.

The device can be easily adjusted for future



needs. For example operating speed and
reliability needs to be improved before
commercial use. Upcoming needs have
been taken into account when choosing
materials and actuators. In the future this
machine can produce cellulose vyarn
continuously at very high speeds. Even
higher speeds than 10 m/s are possible but
then at least motors and drive pulleys needs
to be changed.

The results are giving a good basis for the
further research and development. In this
project goal was to find rough parameters
for the speed and position of the wires.
Correct wire speeds and positions make
continuous process possible. Even if the
device and process are still under
development, the basic concept of the
machine is fully working and adjustable.
The studies in the future can focus on
improving the quality of the yarn when the
parameters affecting yarn quality are more
precisely defined. If the angle and distance
of the wires could be accurately adjustable
by computer while the process is ongoing
even longer and better shape yarn could be
manufactured.

With similar treatments as used with cotton
yarn, cellulose yarn can reach comparable
properties to cotton and can be utilized in
fabrics. Raw cellulose material costs less
than cotton which makes it also
economically interesting. In addition,
cellulose yarn is environmentally friendly.
Raw material for cellulose can be gathered
for example from harvesting surplus.
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ON CHAOS CONTROL IN HIERARCHICAL MULTI-AGENT
SYSTEMS

Kiillo, R.; Eerme, M. & Reedik, V.

Abstract: The present paper is focused on
the problems of chaos control in multi-
agent hierarchical systems similar to the
environment of the realization of
automated factory projects. The basis for
this research is a unique database of
empirical studies of human faults and
mistakes at the design and commissioning
of factory automation systems. It is shown
that for primary chaos control it is
appropriate to use Design Structure Matrix
(DSM) technology tools, enabling to
describe synergistic relations between all
teams” members on the basis of the
frequency and amount of information
interchange. For further chaos control an
effective system is proposed to track and
hinder different human shortcomings
spreading in the hierarchical teamwork
system. As a basis for it an advanced
simulation technique - discrete event
modelling is used. The proposed
methodology of suppressing the influence
of human shortcomings allows us to
increase the synergy in teamwork and to
substantially reduce the losses of resources
at starting-up new factories.

Key words: chaos control, factory
automation, control systems design,
teamwork management, synergy
deployment.

1. INTRODUCTION

The losses of resources at the start-up of
new automated factories caused by human
shortcomings reach up to 5-10% of whole
labour costs and tend to increase with the
growing complexity of control systems.
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That is without any doubt too much, thus
requiring the reasons for the misspent
resources to be cleared up.

It is a reality that from the engineering side
automation systems have become more and
more complex. At the same time the
amount of data and variables circulating in
these systems have enormously increased.
Therefore, the need for systems
engineering is growing owing to a steady
increase in systems complexity [ % ®]. The
described above technical background has
paved the way for a substantial increase of
the role of engineering competence and
human shortcomings [*]. This situation has
initiated a new wave of research into
human shortcomings at the beginning of
the present century [°].

The firm basis of any research in the field
of the effectiveness of human cooperation
is its reality database concerning empirical
studies of human shortcomings. The
existence of such a unique database gives
confidence about “bad” engineering and
authenticity of the results attained by
theoretical research, developed on this
basis. During the last 20 years, the authors’
research activities have been focussed on
the empirical research into human
shortcomings in the field of the quality of
engineering design activities.

At first, a service database for non-safety-
critical mechatronic office equipment was
completed on the basis of which the
concept of negative and positive synergy
was developed [°]. Next a human
shortcomings database was developed for
factory automation design and
commissioning, for the design of
pneumatic and hydraulic control systems



for industrial equipment and the design and
production of serial light fittings. All these
efforts were integrated into the fifth
database of human shortcomings in quality
management [']. At the same time it has
been the starting platform for the present
research which was initiated with
compiling a new advanced database of
human shortcomings in factory automation
systems design and commissioning. This
database covers 26 automated factories on
three continents, including pulp and paper
mills, chemical and petrochemical plants
and power stations [°].

The experience of the research group has
shown that human shortcomings can be
treated as a result of negative synergy in
mutual or inner communication of team

members and due to the lack of
competence or inability in managing the
teamwork in highly ~ competitive

environment [*]. In this context it is
appropriate to define the concept of
synergy which is used in the present paper.
According to Oxford Dictionary the word
synergy or synergism refers to the
integration or cooperation of two or more

drugs, agents, organizations, etc. to
produce a new or enhanced effect
compared to their separate effects.

However, synergy has a qualitative and a
quantitative side. Changing the input
parameters of the system may result in
dramatic changes in the system’s behaviour
[’]. Qualitative changes in synergy have
enabled using it in lattice dynamics, laser
technology, superconductivity etc.
Quantitative synergy effects have also been
used successfully in  business and
engineering. Despite the wide existence of
synergy effects in nature and artefacts, the
real deployment of synergy in engineering
is often hidden behind the terms of
optimization, rationalization, effectiveness,
etc.

For the better integration of all these
matters the synergy-based approach is used
in the present research, which aims to
compensate mutual weaknesses and to
boost the beneficial features at joining
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technologies and human activities. The
synergy-based approach to the start-up
difficulties of factory automation systems
IS comparatively new, providing a real
opportunity to analyze the reasons of
human-based start-up impediments and to

plan the measures to avoid them [*].
2. CHAOTIC BEHAVIOUR 1IN
HIERARCHICAL MULTI-AGENT

DECISION MAKING SYSTEMS

In the calendar plan the process of
automated factory design covers the
drafting of the general description of the
system, detailed task description for system
configuration and a factory acceptance test,
followed by commissioning. First of all,
the owner names responsible persons in his
team to keep watch on the progress of
building a new production plant and to
transfer his own requirements and
necessary competence from the already
existing production. Next, to run the
project a consultant company is hired to
integrate all efforts of project and
commissioning groups. The task of the
consultancy group is to forward the
owner’s requirements to the process
supplier(s). After that, it is necessary to
collect the resound data from the process
supplier(s), convert them into the required
format, get approval from the owner and
give this input information to the
automation supplier. Then the automation

supplier starts system  configuration,
including application software
programming, human-machine interface

and process interface configuration. After
the configuration is complete and the
automation system is tested in the
workshop of the automation supplier
(Factory Acceptance Test), it is delivered
to the factory and integrated with the
process  supplier’s  equipment.  The
activities continue with commissioning,
where a lot of additional specialists are
involved in the project team. A separate
commissioning team is formed which
includes members from project teams.



Also, the end wusers are part of
commissioning, getting trained to run the
plant at the same time.

The described above system is a hierarchy
where the information of completed tasks
is transferred from one team to another
within the scheduled time. Such a multi-
agent distributed artificial intelligence
system is very sensitive to tainted
information transfer [*** %]. It is inevitable
that an agent’s decision also depends on
the decisions made by another agent upper
in information flow. This obstacle makes
the whole system extremely complicated
and nonlinear. If agents use tainted or
imperfect information, they tend to make
poor decisions. In summary, it leads to the
chaotic behaviour of downward agents and
downgrading the performance of the whole
system. In such a way human shortcomings
may cause real chaos in automated factory
design and commissioning.

For the present research a detailed database
of human shortcomings in factory
automation system design and
commissioning for the years 2006-2013
was compiled. The newly introduced
advanced  classification  of  human
shortcomings is shown in Fig. 1.
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Fig. 1. Advanced classification of human
Shortcomings

In this new database human shortcomings
are divided into three main categories —

faults, mistakes and strategic
miscalculations. The faults class F1
includes all  misunderstandings  in

43

communication  between the client,
consultant and the design teams or between
design team members. F2 joins together all
shortcomings connected with negligence.
All transfers of unsuitable or late
information and documentation in the
design process are classified into the faults
class F3.

Mistakes have a far more complicated
nature. To this category belong wrong
decisions M1, caused by lack of core
competence. Mistakes M2 are conditional
and are caused by the impossibility of
predicting the  production  process
characteristics at the moment of design and
they may be resolved in the course of
further projects activities. The third class
M3 includes mistakes caused by system
integration disability that leads to the
situation where technologies cannot be
integrated due to their different level of
development. A new differentiated
category of human shortcomings is
strategic miscalculations S. Contestable
decisions S1 may be made due to the
temptation to use cheaper or simple
technical solutions that are not able to grant
the necessary operating ability and quality.
Contribution underrate S2 is a very spread
phenomenon in a highly competitive
society when under market pressure unreal
obligations are accepted. A special
category here is that of technical problems
T which involve classical reliability
problems.

In Fig. 2 the statistics of shortcomings for
factory automation system design and
commissioning is presented. For obvious
reasons the factories involved are
confidential.

As there are data included about 26
factories it is possible to presume the
probability of any human shortcoming
during the ongoing project. The impacts of
shortcomings in the project for teams

involved in automation design and
commissioning are in average between
1500 and 3000 working hours.

Additionally, there are losses of profit
caused by the late start of production. The



real number and impact of shortcomings
depends on the competence of the project
team and also on the complexity of the
task. As any of the shortcomings may lead
to chaos its control is extremely important.

HFactory Acceptance Test

FECommissioning

Share of shortcomings
A

A S S A
g o i o il

T e e e e e e ]
L 1

AT IITTZTIIA

e

(AT IATITSTT TS

Human shortcomings types

Fig. 2. Statistics of shortcomings for the
design and commissioning the automated
factories

Classical solutions for chaos control [*] do
not apply to the present specific
hierarchical task and it is necessary to find
a new strategic approach to solve the
problem. In the present research a two-step
approach is proposed. At first an
exhaustive synergistic information transfer
system should be created suppressing the
development of chaos from the very
beginning. And finally inhibitive chaos
control for the spreading of human
shortcomings must be developed.

The search for a powerful tool for
describing human relations and grouping
them on the basis of their cooperation tasks
resulted in proving the Design Structure
Matrix (DSM) technology to be the most
suitable [°]. The additional value of DSM

technology is the wide choice of
mathematical tools to exploit the
information concentrated in the DSM

matrix. The mathematical treatment of
DSM matrixes enables us to form the most
capable teams, to schedule and evaluate
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their activities, to create an optimal
communication and cooperation scheme
where the competences and capabilities of
the teams and their members can be
entirely exploited [*].

3. BASIC CONCEPTS FOR
INHIBITIVE CHAOS CONTROL

The above described discussions have led
to the understanding that the best way to
cut losses of resources at automated factory
design and commissioning caused by
human shortcomings is to create an
effective system to track and hinder the
different human shortcomings spreading in
the hierarchical teamwork system. In Fig. 3
the structure of the proposed system is
presented.
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Fig. 3. Impact of shortcomings on the
whole project time

The formation zones of shortcomings are
shown as integrated ones taking into
account that origination of the human fault
or mistake may happen at any moment on
the time-scale. The same applies to the
blocking zones of shortcomings. Behind
the arrows of shortcomings impacts are the
real working hours spent on the correction
of the specific shortcoming impact. The
overrun of the longest arrows on the time-



scale is conditional as it depends on how
many human resources with necessary
competence can be concentrated on
eliminating the impact of shortcomings. As
it is seen in Fig.3 the most dramatic losses
can be caused by lack of competence (M1)
and contribution underrate (S2). The
project time depends on the complexity
and novelty of the designed factory. The
simplest projects last about 0.5 and the
more complicated ones up to 4 years,
having the average duration of 1..1.5
years.

The formation of human faults and
mistakes is fully accidental and therefore
project activities are more or less chaotic.
However, the chaotic nature of designing
and commissioning automated factory
projects never results in a catastrophe
where the project has to be stopped. During

commissioning all the impacts of
shortcomings will be removed and
production will be launched. The

profitability and competitiveness of a new
factory is another question.

Planning the duration of a project has
presumably a probabilistic nature leading
to the field of soft computing. It is a very
complicated area as at iterations the new or
corrected information can appear at any
moment of the process of rework. At the
same time the amount of repetitive work is
reducing according to the learning curve.
On the basis of the probabilistic analysis of
the wrong actions of decision-making
agents special tracking maps can be
completed enabling us to evaluate the
probabilistic dangerousness of the different
types of faults and mistakes. These maps
are completed by integrating the synergy-
based  approach into information
management with the use of an advanced
simulation technique - discrete event
modelling.  This  approach  allows
computing probability distribution of lead-
time in the project network where
iterations take place among sequential,
parallel and overlapped tasks. So we reach
the complete treatment of the evaluation of
the time losses due to the faults and
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mistakes in information transfer taking into
account necessary iterations, reworks and
learning curves [**].

In Fig.4 the typical result of discrete event
modelling is shown giving an idea of the
probabilistic nature of any arrow in Fig. 3.

Finalizing the results of the present
research it is possible to aver that the full
picture about the formation of human
shortcomings, their impact and blocking
activities has been attained. It is proved
that the most powerful effect on the
neutralization of human shortcomings is
achieved by increasing  synergistic
information transfer procedures between
all project teams and their members. As a
result, a concept for the probabilistic
evaluation of project duration is proposed,
which is of great importance in project
planning stage.
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Fig. 4 Example of the probabilistic
prediction of the time for shortcoming
results removal

4. CONCLUSIONS

The research efforts in the area of
automated factory design and
commissioning have given sufficient

evidence that most of the troubles with
quality are caused by shortcomings in
human activities.

It is shown that a capable tool for
suppressing human shortcomings is Design



Structure  Matrix (DSM) technology
enabling us to visualize the synergy
relations in information interchange
between both development projects

working groups and between the group
members. The DSM technology allows us
to form the most capable teams and to
schedule their activities and predict the
time necessary to complete the project. The
proposed methodology of tracking and
hindering  human  shortcomings  at
automated factory design and
commissioning presents an opportunity to
increase synergy in teamwork and so to
substantially reduce the losses of start-up
new factories.
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ACOUSTIC STUDIES ON POROUS SINTERED POWDER METALS

Luppin, J. & Auriemma, F.

Abstract: In response to  strict
environmental noise  regulations the
development of novel types of silencing
materials is essential.

The composition of the porous sintered
powder metals (PSPMSs) studied in this
paper is based on the formation of sintered
powder particles providing internal micro-
paths (tunnels and pores) and cavities.

In the micro-path the energy dissipation of
the acoustic waves is primarily originated
by thermal and viscous losses.

The transfer impedance and absorption as
the key parameters are presented and
analysed for the PSPM samples designed.
In order to study the influence of loudness
on the acoustic performance the test
samples are exposed to a variety of sound
excitation levels during the experiments.

Key words: Porous sintered metals,
acoustic properties, scattering matrix,
sound absorption, excitation levels.

1. INTRODUCTION

1.1 Acoustic materials for noise control

Once noise and vibration sources of
machinery have been identified, the sound
field around the receiver can be modified
to achieve satisfying solution. The typical
engineering solutions applicable for noise
control are the vibration isolators, sound
barriers, acoustic absorbing elements, or
enclosures around noise sources for the

protection of passengers in vehicles.
Today, sound-absorbing materials are
increasingly implemented in aircraft,

spacecraft and ship structures, especially
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around the major noise sources — the
engines. As the development of vehicles is
accounting for higher load capacity,
reliability, ergonomics, fuel economy and
cost effectiveness, the solutions with low
weight and well tuned noise cancellation
properties are endeavoured.

In this paper the development of novel
sound absorbing materials is in focus.
Challenging to achieve an acoustic
material, which provides high sound
absorption in a desired frequency range
while being technologically cost effective
and lightweight, a number of solutions
have been presented by various authors [
*] during the recent decades.

Traditional porous materials, like fibres,
wools and foams, have been the most
commonly utilized materials in duct
acoustics for almost a century [*].
Nowadays environmental issues have
redirected the interest of the market
towards absorptive elements where fibres
and wools are typically avoided. The
primary concerns associated with those
porous materials are the non-renewability,
the deterioration of the performance over
time and the possible separation of small
particles that pollute the surrounding media
[® °]. One of the recent trends in acoustic
panels (including aero engine liners) is the
introduction of various solutions where the
noise cancellation effect is originating from
the viscous friction that occurs inside a
number of micro-paths (e.g. in micro-
perforated or micro grooved elements [*].
Such an absorption principle is also applied
in the design of the PSPM’s presented in
this paper. Naturally, the absorbing
materials absorb most of the acoustic
energy affecting them and reflect little.



These materials are used in a variety of
locations, usually in the vicinity of the
noise sources (e.g. engines), in various
paths (barriers), and in some situations
close to a receiver (inside earmuffs) [*].
Recent advances in material science,
chemistry, and nanotechnologies have
made a contribution in development of the
design, production and acoustic
performance of absorbing materials. These
novel solutions [*!] include the use of
natural  fibres, bio-based polymers,
recycled and surplus materials, new
composites, smart materials and the porous
metals treated in this paper (see section
2.1).

1.2 Acoustics of porous materials

A porous absorbing material is a solid that
contains cavities, channels or interstices,
which sound waves can enter or pass
through. A schematic representation of a
porous solid material layer is shown in Fig.
1.

Fig. 1. A simplified schematic
representation of cross-section of the
porous material layer. 1-pores open at two
ends (channels), 1-pores open at one end,
3-closed pores. According to [*'] the pores
that are totally isolated from their
neighbours have an effect on some
macroscopic properties of the material such
as its bulk density, mechanical strength and
thermal  conductivity. Regarding he
absorption of sound the closed pores are
substantially less efficient than the open
pores as the open pores “communicate”
with the external surface of the material,
and therefore have more influence. Based
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on [*!] the open pores can be distinguished
as “blind” (open only at one end) or
“through” (open at two ends). A practical
convention is used to make a distinction
between porosity and roughness, which
assumes that a rough surface is not porous
unless it has irregularities that are deeper
than they are wide [**]. Porous absorbing
materials can be classified as cellular,
fibrous, or granular as studied in this paper.
This is based on their microscopic
configurations.

To influence the surrounding sound field
and to provide desired noise cancellation
the characteristic surface of the porous
materials allows the sound waves to enter
the material through a number of small
holes or openings [****]. When such porous
material is exposed to incident sound
waves, the air molecules at the surface of
the material and within the pores of the
material are forced to vibrate. This process
naturally involves the thermal and viscous
losses inside the pores (see Fig. 1) where
part of the acoustic energy is converted
into heat and consequently the absorption
of sound takes place.

2. EXPERIMENTAL STUDY

2.1 Powder metal samples tested

The experiments were carried out on two
planar PSPM samples developed (see Fig.
2 and Table 1). The samples were
manufactured by Materials Engineering
Department in  Tallinn University of

Technology (TUT), following a powder
metallurgical process described hereafter.

F|. 2. Photos of the PSPM A and
B (left and right) fitted in Aluminium rings
for mounting into test-rig.



sample |diameter] height |granule size| porosity
mark (mm) (mm) (mm) (%)

PSPM-A 42 71 0.16 76

PSPM-B 42 3.7 0.16 81

Table 1. Characteristic data of the PSPM
samples tested.

A stainless steel alloy with Cr and Ni
content (X18H15-160-24, an analogue to
AISI 316L) [*°] powdered to granular size
of 0,16mm was used. The material was
sintered in vacuum, by following a
constant temperature rise of 10 °C/min up
to 1200 °C. The temperature and pressure
conditions achieved were maintained for
30min after which the compound was
cooled down 8...10 °C/min. Recovering
the atmospheric conditions the samples
were removed and prepared for the
acoustic investigation. In order to mount
the samples in a measurement section of
the acoustic two-port test facility,
described in [® ~ °], the circular PSPM
samples were fitted into aluminium rings,
as shown in Fig 2.

Fig. 3. Microscope images of the surface of
the PSPM sample A. Magnification 50X,
distance marking 200 pum (above) and
200X, distance marking 20 um (below).
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Fig. 4. Microscope images of the surface of
the PSPM sample B. Magnification 50X,
distance marking 100 pum (above) and
200X, distance marking 20 um (below).

A scanning electron microscopy (SEM)
was performed to observe the composition
of the PSPM materials developed. The
images captured at the surfaces of the
samples A and B are shown in Fig. 3 and 4.

2.2 Comparison material samples tested
Additionally to the PSPM samples, a
recently introduced solution a micro-
grooved (MG) element [* °] and a sample
made of commercially available absorptive
wool (density 550 kg/m®, glass fibre
@8...19um, see Fig. 3) were included as
reference materials for comparison.

/i
A

Fig. 3. of the MG elementample
(left) and the wool sample (right, including

a 500X magnified SEM image).



2.3 Experimental procedures
Experiments have been performed in the
acoustic laboratory of Tallinn University of
Technology (TUT), which is equipped with
a dedicated test facility for the
characterization of acoustic one- and two-
ports in a variety of operating conditions,
described in details in [> ® ** 7], All tests
performed with planar elements have been
carried out in the absence of mean flow by
using the classical two-port method [*].

2.4 Determination of the acoustic
parameters

In this paper the transfer impedances
together with the absorption coefficients of
the samples, coupled with a 27 mm back
cavity, have been determined
experimentally. The transfer impedance,
also known as separation impedance, is
believably the most suitable parameter for
the characterization of the performance of
permeable materials. It represents the ratio
between acoustic pressure drop 4p through
the material and the normal particle
velocity [*19].

Let p, and pp represent the respective
sound pressures upstream and downstream
of the acoustic element and u, and uy the
respective particle velocities.

For acoustically thin samples, i.e. for
samples with thickness much smaller than
the wavelength, it is reasonable to assume
a single particle velocity across the
material, i.e. U = u; = Uy,.

The transfer impedance can be then
defined as: Z,=(p,—p,)/u. The
normalized transfer impedance, zy is
z, =Z,/(pc), where p is the air density

and c is the speed of sound.

In this work, the transfer matrix T of
PSPM samples [**] has been computed in
order to determine the transfer impedance
associated.

In particular T relates the acoustic
pressures p, and p, with the volume
velocities g, and g, (where qa = Us*A, Jp
= up*A and A is the sample area)
according to the following relationship:
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It can be shown that, under the assumption
of constant particle velocity across the
sample, Tun=1, T,=0, Tx»=1 and
T12=(p1-p2)/q, where gq=g.=0p. By
multiplying T, with the sample area A, the
transfer impedance is computed.

Once the transfer impedance is known, the
absorption coefficient («) of the element
can be determined as shown in [*].

In particular, when a thin acoustic element
is coupled with a back cavity, the transfer
impedance of the panel and the cavity
impedance (Zqy) form a series (Zio):

Z,.=2,+Z Whereas the cavity
impedance [*] can be expressed as
Z, =—jcot(wl) in which w, is the
wavelength and I is the cavity length.

As a consequence, once the reflection

coefficient (R) has been computed, for
example by using the equation:

cav *

)

the absorption coefficient of the coupled
system can be obtained as follows:

a=1-R} 3)
In this work, the parameters characterizing
the acoustic performance of the PSPM
samples and materials in comparison have
been experimentally determined in the
absence of mean flow, in 60 — 4000 Hz
frequency range. Three different sound
excitation levels (110 dB, 130 dB and 140
dB inside the test section) have been used
to study the influence on the acoustic
performance of the samples.

3. RESULTS AND DISCUSSION
The absorption coefficients of the elements

tested have been obtained by considering a
back cavity with 27mm length. In Fig. 4



the experimentally determined transfer
impedance for all the acoustic elements
treated is presented.
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Fig. 4. Absorption coefficients of the
acoustic elements tested, coupled to a 27
mm back cavity. PSPM A - blue line with
triangles, MG element - magenta line with
circles, Glass wool - black line with
diamonds, PSPM B —red line.

As can be noticed the absorption
coefficient of the thinner PSPM element
(sample B) is almost identical to the one of
the glass wool. In this respect the
performance of the PSPM-B is remarkable,
as the glass wool sample taken for
reference here is one of the highly efficient
fibrous absorbers commercially available.
Regarding the absorption (Fig. 4), the
thinner PSPM-B element outperforms the
thicker PSPM-A and also the modern MG
element in almost entire frequency range.

In Figs. 5 and 6 the experimentally
determined transfer impedance (resistance
in Fig. 5 and reactance in Fig. 6) for the
acoustic elements is presented. It can be
observed that the resistance of the samples
except the PSPM-A is close to unity. One
should highlight here that the unitary
normalized  transfer  resistance  and
negligible transfer reactance are considered
as the desired acoustic properties for an
absorbing material ['°]. In this respect the
closest to that condition are the PSPM-B
and expectedly also the glass wool.

Regarding the excitation levels the results
indicate that the acoustic characteristics of

o1

both the PSPM and the glass wool samples
are not affected by the loudness of the
sound field. Thus, the PSPMs can be
effectively applied to a wide variety of
noise cancellation applications, irrespective
of the loudness.
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Fig. 5. The real part of the transfer
impedance of the acoustic elements tested.
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Fig. 6. The imaginary part of the transfer
impedance of the acoustic elements tested.
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As concluded in the earlier papers, e.g. in
[°] the performance of the MG elements
was found to be dependent on the
excitation level, improving at higher levels.



4. CONCLUSIONS

Innovative porous sintered powder metal
samples have been developed and
acoustically tested in this paper. The
absorption coefficient and transfer acoustic
impedance  have  been  determined
successfully and the results exhibit a good
potential for the PSPMs in the noise
control applications. Regarding the future
research, investigations for the reliability
and performance in practical applications,
e.g. in silencers and aero engine liners, are
aimed.
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BALANCING COMPLETION TIMES FOR MULTI-VEHICLE
DELIVERY WITH TIME VARIOUS VEHICLE SPEEDS

Moon, G. & Park, S.

Abstract: An efficient heuristic to balance
two vehicle delivery completion times is
developed in this research. Vehicle moving
speeds are assumed to be unsymmetrical
between two points and time various.
Delivery area divisions for each vehicle
are made by modified sweep algorithm by
adding two-stage reassignment procedure
to resolve a possible unbalance of two
vehicle delivery completion times. Three
different size of common area are
examined to determine the optimum size of
common area. Vehicle delivery route is
constructed by the 4-time-zone heuristic to
avoid time various vehicle moving speeds
situations efficiently.

Key words: multi-vehicle, sweep algorithm,
VRP, combinatorial optimization

1. INTRODUCTION

Vehicle routing problems are studied by
many researchers in operations research
and management science area due to the
combinatorial optimization features. Many
solution methods are suggested so far, but
most of them are not good enough for real
life applications such as door-to-door
delivery system in metropolitan area. There
are always traffic jams in certain area
during rush hours. Also, vehicle moving
speeds are changing time to time along
moving directions. These limitations make
VRPs (vehicle routing problems) really
hard to solve.

In this research, such VRPs of traffic
congestions during rush hours and various
vehicle moving speeds are studied. It is
extremely hard to design a good solution
methodology for multi-vehicle delivery
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problems. A modified sweep algorithm is
designed and applied to assign delivery
area for each vehicle. The procedure
consists of two stages such as initial
solution search stage and an improvement
stage. Improvements are made with
common area to reassign them to balance
delivery completion times.

Many of related researches are found in the
literature. Malandraki and Daski [*]
developed a heuristic for time dependent
VRPs. Cordeau et al [*] studied on multi-
vehicle delivery area assignment using
Euclidean distance. Baker and Ayechew
['] used Genetic algorithm as well as sweep
algorithm and assignment approach.
Barreto et al [*] worked on five depots and
fifty cities to visit with capacity limitation.
They used 3-opt local search method to
improve the routes found by an exact
algorithm.

2. PROBLEM STATEMENTS

The model studied in this research is the
same one as in Park and Moon []. The
main objective of the research is to
minimize the delivery completion time of
both vehicles. It is assumed that the
minimum completion time for all vehicles
can be achieved by balancing delivery
loads for all vehicles. If one vehicle loaded
too much while less loads for the other,
then the completion time will be very long
due to the more loaded vehicle’s delayed
completion time.

There are no vehicle capacity limits,
neither of delivery completion time limits.
The delivery will be over after finishing all
assigned parcels delivered for the day.



Problems descriptions and assumptions are

summarized as follows:

@ There are one depot and two delivery
vehicles

@ Each delivery points are known in

advance and visited by vehicle exactly

once

Each vehicle starts delivery from the

depot and comes back to the depot

after finishing delivery.

Final delivery completion time for

each vehicle is the arrival time to depot

after finishing all the parcels assigned

Vehicle moving speeds between to

points of i and j are known.

The vehicle speeds for from i to j and

from j to i can be different.

Required time to move from i to j is

calculated by dividing distance with

vehicle moving speed.

The location of depot is assumed to be

not located inside of delivery area. It

is assumed to be located somewhere on

the boundary of whole delivery area

©)

Q @ ©

3. SUGGESTED HEURICTIC

3.1 Resolving Time Various Speeds

The vehicle moving speeds are changing
every hour based on the surveys. The
hourly moving speeds can be obtained
from local government surveys. In this
research a special heuristic is designed to
make very complicated vehicle routing
problems easy to solve. All vehicles
moving speeds are analysed and then 4
stable moving speed hours are defined in
Moon and Park [°]. Vehicle moving speeds
in time zone “a” is stable for three hours
from 10:00 am to 12:59, “b” for five hours
from 1:00pm to 5:59, “c” for one hour
from 6:00pm to 6:59, “d” from 7:00pm and
rests as shown in Fig. 1. Therefore, it is
possible to solve even a complicated VRP
as a simple TSP (travelling salesman
problem) with stable distance between two
points within a time zone.
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— Speed distribution of D;;

an |

100
km/h

Time of day

Fig. 1 Four different time zones

All delivery points are equally divided into
10 blocks as shown in Fig. 2. And then
bind them again based on the numbers in a
specific time zone. For example, three
blocks are bind together for the time zone
“a”. Now, it is possible to assume that the
moving speeds are not changing in a time
zone. A delivery route can be constructed
from the depot and other points in the time
zone “a” easily. And then zone “b” and so
on as in Fig. 3.

It is necessary to improve the constructed
initial delivery route by pair-wise exchange
method. Refer the detailed explanations at
Moon and Park [®]. This routing heuristic is
good for one depot and one vehicle
problem.

X

Fig. 2 Four time zone division
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Fig. 3 Delivery route construction

3.2 Multi-Vehicle and Sweep Algorithm
It is assumed that there are two delivery
vehicles and one depot. In this case each
vehicle is assigned to each delivery area.
Delivery area assignment can be made by
many different ways. Two algorithms
among them would be good. One is K-
means algorithm and the other is sweep
algorithm. It might be true to get good area
division using K-means. However, K-
means could be good for N depot problem,
but not for one depot problem. More
experiments will be done for this issue. In
this research, the sweep algorithm is
applied for area assignment with some
modifications of using common area and
reassignment procedure.

25

Fig. 4 Half & Half division result
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The Fig. 4 is a sample result of simple
sweep algorithm for two vehicle case.
Bottom and upper area are separated to
include equal number of delivery points.
In this case the chance of having
differences on completion times is bigger
due to various vehicle moving speeds. Also
there is no chance to adjust the difference
one more time for improved results.

3.3 Sweep Algorithm and Common Area
Common area is the narrow area positioned
between two wide areas in Fig. 5. The
delivery points in common area are to
adjust completion times of other two area
by assigning more delivery point to the
area finished delivery earlier than the other.
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Fig. 6 Final route construction after

reassignment of common area



Fig. 6 is a possible result of sharing the
delivery points in common area by
reassignment to other area between two for
balancing delivery completion times. The
vehicle took longer time on delivery with
temporary assigned loads such as bottom-
left one gets less additional numbers of 4
while top-right one gets 16 more from
common area in reassignment stages as
shown in Fig. 6.

3.4 Procedures for Route Construction
Two delivery vehicles and one depot are
assumed in this study. Location of depot
can be either inside or outside of delivery
area, but only outside locations are studied.
No significant difference is found with the
position of depot while it is located on the
boundary of the delivery area. The delivery
area is assumed as a rectangle as shown in
Fig. 7. The example cases in Fig. 4 ~ 6 are
corner locations for easy of experimental
design. Suggested route construction
procedures are same as follows:

Step 1. Whole delivery points will be
divided into 3 different groups using sweep
algorithm. First group for vehicle 1 and
second group for reassignment usage, and
rest for vehicle 2. The size of second group
will be 25 % and 37.5 % respectively.

Step 2. Initial delivery route for each area
will be determined by the heuristic
suggested by Moon and Park ['] excluding
the common area located between the two
area. And then delivery completion times
for both vehicles are calculated.

Step 3. Find the differences between the
completion times obtained in Step 2.
Assign more delivery points to the area
finished delivery earlier based on the time
differences. Recalculate completion time
for the area assigned more delivery points.

Step 4. Divide the rest delivery points in
common area based on the completion
times obtained in Step 3. More delivery
points assignment to early finished vehicle
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to balance the completion time of two
vehicles.

There’s no big difference in area division
for one vehicle routing construction with
irregular shaped area such as multi-vehicle
case. Division example for triangle shape is
given in Fig. 7.

4. EXPERIMENT FOR EVALUATION

Three different methods are studied to
determine an efficient heuristic. One is the
way assigning delivery points to each
vehicle equally. Therefore, whole delivery
area is divided into two by sweep
algorithm as shown in Fig. 4. Results are
summarized under “Half&Half” in Table 1.
“Exp.” stands for “Experiments number”
and “Ave” for “average” in Table 1.

Other two methods are using common area,
but with different sizes such as “20” out of
80 and “30” out of 80 to find better size.
20, 30, 80 are parcels. The results are
presented under the name of “COM(20)”
and “COM(30)” respectively.

For example, the numbers in case 1 for
“COM(20)” is 237.6 for “max” and 10.62
for “diff”. This means completion times for
one vehicle is 237.6 and the other is 226.98.
Therefore, it is possible to say that the
deliver completion time for both vehicles is
237.6 as of “max” and unbalance of two
vehicle completion time is 10.62 as of
“diff” in Table 1. It is clear that less “diff”
value method obtained less “max”



)'(5 Delivery Completion Time
P| Half&Half COM(20) COM(30)
max diff | max | diff max | diff
11 20065 | 402 | 23760 | 1062 | 231.80 | 244
2| 20510 | 48.24 | 27113 6.06 | 28382 | 5.02
3| 28203 | 943 | 28482 | 1874 | 28482 | 597
41 27894 | 208 | 28530 | 1691 | 28530 | 4.09
5| 24860 | 3.08 | 24860 3.08 | 250.81 | 5.59
6| 20812 | 4855 | 208.41 6.97 | 214.22 | 12.69
7| 22998 | 5537 | 200.08 6.09 | 208.58 | 19.25
8| 40246 | 1885 | 387.99 | 126.42 | 365.05 | 75.98
9| 23550 | 46.30 | 208.41 6.97 | 28334 | 3.72
é 284.40 | 25.63 | 287.00 | 13.08 | 27881 | 4.89
1 31850 | 12.46 | 32342 | 1428 | 34654 | 67.32
g 275.75 | 40.33 | 26752 | 20.83 | 275.73 | 18.81

Table 1. Comparisons of completion times

value since the delivery assignments for
both vehicles are well balanced.

In comparison to “COM(20)” and
“COM(30)”, “COM(20)” seems better than
“COM(30)” in terms of max values. That is
completion time of both vehicles for
delivery. “COM(30)” is good only at two
cases of 1 and 8.

5. CONCLUSION

Multi-vehicle routing problems  with
various vehicle speeds are studied in this
research. A heuristic for efficient route
construction is designed and experiments
for evaluations are performed. The concept
of common area for reassignment and
sweep algorithm is applied to balance two
vehicle delivery completion times.

Three different sizes of common area are
examined with 11 difference cases. First
one is “no common area”, and the second
one is the size of 20 out of 80 total delivery
points. Last one is the size of 30 out of 80.
The size of 20 common area leads to good
results among them. 20 out of 80 are 25 %
of total delivery points. If the size of
common is large, then it could be
necessary to reassign many newly assigned
delivery loads to each vehicle and

S7

reconstruct delivery route again. It will be
a time consuming process.

Another issue is about delivery area
division methods as shown in Fig. 2.
Grouping delivery points by splitting
straight lines does not guarantee a good
result. Therefore it is necessary to group
area more reasonably. The K-means
algorithm is one possible candidate to
apply. Even sweep algorithm is adapted
here, but the K-means algorithm might be
valued enough to study on the design
process for VRPs.
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LOAD SENSITIVITY ANALYSIS OF A LARGE DIAMETER
PERMANENT MAGNET GENERATOR FOR WIND TURBINES

Pabut, O.; Lend, H. & Tiirats, T.

Abstract: Permanent magnet (PM) and
electrically-excited direct-drive generators
are usually described by their high mass
and production costs. Studies have proved
that when increasing generator’s capacity,
inactive mass increases faster than the
active mass. In this paper, a load
component sensitivity study for the inactive
mass is performed on a direct-drive PM
generator via Finite Element Analysis
(FEA). Taguchi method is utilized for
describing the relations between design
parameters and the resulting stresses and
deformations. Most influential load
components are determined and general
countermeasures are offered.

Key words: sensitivity analysis, permanent
magnet generator, finite element analysis,
Taguchi method.

1. INTRODUCTION

During past decades a high number of
research papers have been presented on the
electromagnetic layout of an electrical
generator in a wind turbine [*?]. Despite
the numerous solutions that have been
offered, the geared drive train with an
induction generator, still remains the
dominant technology [*]. Alongside it,
various alternative drive train solutions,
like the PM synchronous generator, have
emerged. Although, these machines offer
higher reliability and power density, they
are usually described also by their high
mass and production costs [*].

With machines near megawatt scale, the
final cost and mass of the generator has
been largely associated with the active
electrical parts. However, electrical
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machines also contain material that fulfills
a structural role and works against a
number of high forces. Studies have proved
that when increasing the generator
capacity, inactive mass increases faster
than the active mass and begins to
dominate [> °]. This, alongside the fact that
price of the active materials has steadily
been dropping, indicates that when dealing
with higher capacity generators, more
refined methods to reduce the inactive
mass are necessary. This paper aims to
provide insight to the relative importance
of the acting forces on the generator, in
order to provide information for the initial
selection of design parameter values.

2. ANALYSIS DESCRIPTION

2.1 Generator

The machine subjected to the analysis is a
PM ultra large direct-drive generator with
an air-gap diameter of 12 meters and rated
capacity of 3 MW. The machine consists of
an inner rotor with permanent magnets and
an air-cooled outer stator with electrical
windings. Active elements are supported
by a lattice structure consisting mainly of
tubular steel beams. While the rotor is
supported equally from both sides, the
stator has one sided unsymmetrical
support, like shown in Figure l1a. This is of
interest when considering the acting
gravity forces, which in this case result in
an air-gap deforming rolling moment.
Electromagnetic setup of the generator is
similar to the one that is described in the
previous work [*]. The stator coils are
located in the air-gap to reduce the normal
component of Maxwell stress.
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Fig. 1. Generator overall topology (a) and
electromagnetic layout (b)

2.2 Acting forces

Forces present in an electrical machine are
similar for most types of generators. In
addition to those that can be found in
regular electrical generators, effects from
wind and tower top accelerations must be
considered for a machine that is used in a
wind turbine. As a result, in the presented
analysis, following loads are considered:
deadweight resulting from gravity, rotor
rotational velocity, wind load on the
structure, tower front-to-back acceleration
and side-to-side acceleration, normal stress
and generator torque.

Torque 7 and rotational speed w are
proportional to the generator’s electrical
power output P and efficiency # (1).
Therefore, they both cannot be subjected to
minimization but their relation can be
manipulated in a certain range if it turns
out to be beneficial. The limits of this
manipulation are set by maximum allowed
rotational speed for the blades (tip speed
limit = 80 m/s). Meaning that for larger
turbines and rotors, the rotational velocity
is smaller.

1)

From an electromagnetic point of view,
torque is a product of the tangential
component of Maxwell stress, which is
also designated as shear stress o.

Pu=1- 07
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Therefore, torque of a rotating electrical
machine can also be given as
T = 2noR?l (2)

where R is the machine air-gap radius and |
axial length of the generator [*]. Torque is
the useful force in an electrical machine
and does not serve to close the air-gap.
In most generator topologies Maxwell
stress has also a normal component
(normal stress), which is caused by the
attraction of the ferromagnetic surfaces of
rotor and stator. Normal component can be
a magnitude greater than the shear stress
and directly acts to close the air-gap.
Designers have long looked for ways how
to reduce the normal stress in relation to
the shear stress and as a result air-cored
machines have been developed ["].
Presented machine is a hybrid solution, as
the windings are located in the air-gap, like
shown in Figure 1b.
Wind turbine towers have become highly
optimized and in many cases extremely
soft and flexible towers are used [*]. For
geared drive trains this has a low impact
but direct-drives with their high mass and
material distribution on the outer perimeter
are vulnerable to tower top accelerations.
Depending on the topology of the support
structure, considerable extra stresses and
deformations can occur.
From (2) it can be seen that one option to
increase the generator torque and therefore
the power output, is to increase the air-gap
radius. Many designers have taken
advantage of this, which has led to
generators with ultra large diameters. As
the perimeters of the machines grow, so
does the force that is resulting from wind
acting on the generator’s structure [*].
This can be found by

Fyina = p/2- vvzvind A Cp 3)
where p is the air density, Vying the wind
speed, A surface area of the generator that
is perpendicular to the wind direction and
Cp the shape parameter of the surface.



Therefore, depending on the actual surface
that is exposed to wind, the force Fying
could become a significant factor that
influences the generator design.

2.3 FEA model

Framework of the generator is modeled in
ANSYS Workbench environment with
two-node beam elements (BEAM188)
having six degrees of freedom at each
node. For the beam-to-beam connections it
is assumed that they have the same
carrying capacity as the profiles. Therefore,
different beams are connected by shared
nodes and automatically transmit all
moments and forces.

Unit: rmm
Global Cylindrical CS
103.2014 0:34

2,3429 Max
1,5883
10,6537
0,10208
-0,63554
-1,3802
-2,1248
-2,8604
-3,514
-4,3587 Min

Fig. 2. FEA model of the generator

Only the framework of the generator is
directly modeled while rest of the elements
like magnets and coils are approximated by
point masses. It is assumed that they do not
add significantly to the structural stiffness
of the machine. In addition, rotor shaft and
stator king-pin are not modeled, as for
direct-drive turbines they are mostly
subjected to forces and moments from the
rotor blades [']. Therefore, their cost and
end mass is not greatly influenced by the
generator design parameters.

The setup and in particular the stiffness of
the FEA model have been validated with
an experimental study on the full scale
generator structure. The dimensions of
rotor and stator rings were measured with
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and without magnetic forces and calculated
deformations were found to be in good
correlation with the FEA results.

3. SENSITIVITY STUDY

3.1 Initial parameter selection

In the first part of the analysis all the seven
acting load components are applied to the
structure  one-by-one while resulting
stresses and deformations are extracted.
Results are compared with values from the
nominal working situation where all the
components are acting with the same
values simultaneously. Overall stress and
deformation values in the nominal working
situation are within allowed limits to obtain
reasonable results.

.| FEA model
buildup
Rated situation
No Wy FEA
Experimental Ves First parameter
validation selection
One-by-one
FEA
SN analysis Taguchi array Taguchi DOE
FEA
o
Parameter
ratings

Fig. 3. Principles of the study

A cylindrical coordinate system is used to
record the results and only rotor positive
and stator negative radial deformations are
investigated, as they serve to close the air-
gap. The results of the FEA analysis are
presented in Table 1, where the
contribution of each component to the
overall stress level is presented.

The initial study is performed to determine
the most influential load components for
further analysis. This enables to reduce the
required number of experiments when
investigating parameter interactions. From
the comparison between the sum of
components and actual results it is clear,
that further analysis is required, as
deformations differ about 20% and stresses
50%.




Only the parameters that contribute more
than 5% to at least one of the outputs are
selected for further investigation. These
include: deadweight, front-to-back
acceleration, normal stress and torque
(marked green in Table 1).

Load Rotor | Stator | Rotor | Stator
def def | stress | stress
Deadweight 38% | 64% | 18% | 42%
Rot speed 5% 0% 4% 0%
Side accel 4% 5% 2% 4%
Front accel 3% 2% 7% 5%
Norm stress 44% | 23% | 27% | 21%
Torque 5% 4% 39% | 26%
Wind 1% 1% 3% 2%
Sum 1,3 4,8 109 185
Actual total 1,1 4,1 74 128

Table 1. Load component contribution to
overall stress level.

3.2 Taguchi analysis

Taguchi method for design of experiments
is utilized to compose the mathematical
model describing the relations between
design parameters and the resulting stresses
and deformations. Taguchi is chosen as it
enables to reduce the number of required
experiments even further. Five value levels
are chosen for each input parameter: 100%,
60%, 80%, 120% and 140% of their rated
value. The levels are chosen based on an
assumption that for a defined output power
the design characteristics would vary not
more than £ 40%. This is important since
conclusions drawn from small scale
experiments are valid only over the
particular experimental region [*].
Variation is applied to the rated value of
the parameter, without considering the
safety factor that needs to be applied to the
loads ['°]. The value of the parameter is
changed according to the required
percentage and only then multiplied with
the safety factor. In case of the deadweight,
only the mass of active material together
with needed fixtures is varied, as only this
can directly be influenced by designer’s
initial decisions.

Since there are four parameters and five
levels, L25 orthogonal array is used. For
each experiment, the stresses and
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deformations of rotor and stator are
extracted as performance characteristics.
The obtained FEM results are transformed
into signal-to-noise (SN) ratios. The SN
ratios are used as a measure of deviation
from or nearness to the desired value. Goal
of the analysis is minimization of
performance characteristics. The needed
SN ration are found with

v

)

where u is the trial number, N; the number
of trials for experiment i and y,, is the value
of the performance characteristic for a
given experiment [*]. After calculating the
SN ratio for each experiment, the average
SN value is calculated for each factor and
level. In order to determine the effect of the
variable on the process, 4 value (high SN —
low SN) is found for each parameter.
Response of the SN ratios for the rotor
deformation can be found in Table 2. The
rakings of all four parameters with their
corresponding 4 values for all performance
characteristics are presented in Table 3.

SN; = —10log (ZhL, (4)

Level Dead- Front Norm | Torque
weight accel stress
100% 0,00 0,12 -0,08 -0,11
60% 1,19 0,13 1,82 0,09
80% 0,50 -0,04 0,81 0,15
120% -0,59 -0,14 -0,89 0,03
140% -1,11 -0,07 -1,66 -0,17
A 2,30 0,28 3,48 0,32
Rank 11 v 1 111

Table 2. Response table for SN ratios for
rotor deformation.

Dead- | Front | Norm | Torque
weight | accel stress
Rotor | 4 2,30
def | rank |
Stator| 4
def | rank
Rotor Y| 0,98 0,39
stress | rank | v 11
Stator A 2,49 0,06 0,62
stress | rank | v 11

Table 3. Rankings of all parameters for all
performance characteristics.



4. DISCUSSION

According to results presented in Table 3,
deadweight and normal stress are the most
influential ~ factors for the air-gap
deformations. For rotor, normal stress
prevails but for stator, deadweight has by
far the biggest influence. This can be
explained by cantilever nature of the stator
structure (Figure 1a). It could be
compensated by adding a frontal support
structure. However, it would also make the
mechanical construction and specially the
assembly process more complex. For the
stator the deadweight is not an alternating
force. Therefore, the resulting
deformations could be already factored into
the shape of the structure prior to the
assembly and later the machine would
deform itself into right dimensions.
Alternatively, after the stator assembly the
windings could be adjusted in order to
compensate for the static deformations
after stator has been lifted into the vertical
position. Another option could be also
utilization of materials with better stiffness
to weight ratio i.e. performing structural
optimization [**°].

Frontal acceleration has a minor
significance for all of the performance
characteristics. This can be explained by
the mechanical setup of the frame
structure. As it requires space to use
material effectively, it also contributes to
the axial stiffness of the machine and
therefore  reduces the  acceleration
influence. But it must be noted that for disc
like sheet metal structures with their
material located mostly on the outer rim,
this most likely does not apply.

From Table 1 and 3 it can be summarized
that for this type of generator, the key
influential factor determining the levels of
stress and deformation, is the mass of the
material located at the air-gap radius.

When taking actions to reduce the mass on
the air-gap radius, care has to be taken that
these actions do not increase the normal
stress, as any benefits would be then
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cancelled out. For example one of the
possible solutions could be using higher
grade PM’s with better mass to field
strength ratio. At the same time the air-gap
could be extended to keep normal stress at
acceptable level. The reduced mass would
also be beneficial for the other turbine
parts, as it would mean for example lower
loads for the yaw system.

This conclusion indicates that solutions
offered in literature to use heavy but cheap
magnetic materials like ferrites [*°] are
most likely cost wise not beneficial. The
savings on magnet material costs would be
lost in the extra investment that is required
for the structure reinforcement.

On the stress side, the designer’s aim, in
addition to reducing mass of the active
material, should be also limitation of the
torque value. Due to the torque’s direct
dependency on the output power (1) and
constraints laid on the rotational speed,
there is usually not much room left to play.
However, as a rule of thumb, the blades
should be always utilized at their
maximum allowed rotational speed.
Finally, electromagnetic setups that offer
either considerably lower mass or normal
stresses could be considered. For example
solution of an ironless design presented by
Gordon and Spooner [?] would fulfill these
criteria.

S. CONCLUSION

Experimentally validated FEA model of a
large diameter PM generator for a wind
turbine has been built in ANSYS
environment. The main loads acting on the
generator structure have been described.
Their individual contribution to the overall
stress and deformation levels has been
determined. Taguchi method of design of
experiments has been used to study
interactions of the individual load
components and their relation to structural
stresses and air-gap deformations. The
mass of material located on the air-gap
radius appears to be the most influential
component when looking at both stresses



and deformations. When regarding only the
deformations, normal stress has to be
strongly considered and when focusing on
stresses, the generator torque is the
dominant parameter.

The obtained results imply that all efforts
must be focused on the reduction of mass
at the air-gap radius as it would bring about
further reduction of structural mass.
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NUMERICAL METHOD FOR STABILITY
ANALYSIS OF FUNCTIONALLY GRADED COLUMNS

Shvartsman, B.S., Majak, J. & Kirs, M.

Abstract: This paper considers the issue
of stability of non-uniform and functionally
graded (FG) Euler-Bernoulli columns with
elastically restrained ends. The boundary
conditions are considered in general form
covering different classical supporting
conditions of the column and converted
into convenient form in order to avoid
handling infinity values of the stiffness
coefficients. The method of initial
parameters in differential form is used for
the numerical solution of the problem.
Several numerical examples are presented
to illustrate robustness, convergence, and
the numerical performance of the method
considered.

Key words: Stability of functionally graded
columns; Method of initial parameters.

1. INTRODUCTION

The buckling problems of nonuniform and
functionally graded (FG) beams/columns
have been overviewed in monographs [*].
The analytical solutions exist for certain
particular cases only [* “]. In more general
cases of the distributions of flexural
rigidity the numerical methods are
employed [>®]. In the well-known paper of
Eisenberger [*] a number of examples are
given for buckling of columns with
different distributions of rigidity and
loadings. The highly accurate results
obtained in [°] are used commonly for
comparison and evaluation of different
numerical methods [> .
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The buckling problems of FG columns
with concentrated loads are considered in
recent publications [*®].

In the current study the numerical method
for analysis of buckling of FG columns is
proposed. The boundary conditions are
considered in general form covering
different classical supporting conditions.
Current approach can be regarded as
method of initial parameters in differential
form. The proposed approach allows
satisfying automatically boundary
conditions on the lower end of the column
(initial parameters). The solution of the
posed boundary value problem is reduced
to the solution of the two initial value

problems and linear homogeneous
algebraic system of order two in each
iteration step. In general approach

proposed the fourth-order Runge-Kutta
method is employed. The refined solutions
have been obtained by applying
Richardson extrapolation method [*°*].

2. FORMULATION OF THE ROBLEM

Consider a functionally graded (FG) initi-
ally rectilinear column of length L under
compressive force P. Using the Euler-
Bernoulli law of bending states, the
governing equation for the buckling of the
FG column can be is given by [*™“]:
(D(X)y")"+Py” =0 1)
Where x is axial coordinate, y is the trans-
verse deflection, D(x) =E(x)I(x) is



flexural rigidity. The general boundary
conditions are given by

D(0)y"(0) = C1y'(0), y(0) =0,
D(L)y"(L) =-C,y'(L),
(D(L)y (L))" +Py'(L) =C3y(L)

()

Here C, is rotational spring constant at the
root of the column (x = 0), and C,, C5 are
rotational and translational spring constants
at the tip of the column (x = L), as shown
in Fig. 1. The different classical boundary
conditions can be obtained for values of
spring constants C; =0orC; = oo,i=
1,2,3. For example, we have C; = «,C, =
0,C3 = for clamped-pinned boundary
conditions.

Instead of spring constants C, introduce

new parameters of stiffness ¢c; = C; /(C; +
1),=0,i =1,2,3. Thus, when C, takes
values from 0 to oo, c; varies from 0 to 1.
As a result, using an inverse equations
Ci=c/(1—-c),i=1,273 the boundary
conditions (2) written as

y(0)=0, c1y’(0)-(1-c,)(D(0)y"(0)) =0,
Cy' (L) +(1-c,)(D(L)y"(L)) =0,

©)

c3Y(L)+ (e ~1)((D(L)y' (L) + py'(L))=0

The values of coefficients c;,i = 1,2,3 for
some boundary conditions are shown in
Table 1. These equations for boundary
conditions are more convenient to use
because different classical supporting

Fig. 1. The column with general elastically
end constraints

CC|[CP|[CG][CF ]| PC] PP
| 1 1 1 1 0 0
| 1 0 1 0 1 0
c; | 1 1 0 0 1 1
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Table 1. Realization of the some boundary
conditions of the column (F — free, P -
pinned, C — clamped, G — guided).

conditions of the beam can be obtained for
finite valuesof c; = 0orc; = 1,i = 1,2,3.

3. NUMERICAL METHOD OF
SOLUTION

Let us introduce the following notation in
order to solve the linear boundary value
problem (1), (3):

Yi=YVY, Yo=Y
y3=D(X)Y", y,=(D(X)y")’

(4)

As a result, the Egs. (1), (3) is reduced to
the normal system of linear differential
equations

Yi=Y2, Y2=Ys3/D(x),

()
Y3=VYa, Ya=—P y3/D(x)
with boundary conditions:
€1Y,(0) - (1-¢1)y3(0)=0, ,(0)=0, (6)
CoY2(L)+(1-c;)y3(L)=0, (7)

CaY1(L) +(c3—=1) (y4(L) +Py,(L))=0

For solution of boundary value problem
(5)-(7) consider two families of linearly
independent particular solutions

Y1 (x,P) = {yllv Y125 Y131 Y14 }T )

Y,(x,P) = { Y211 Y221 Yo31 You }T

(8)

which satisfy Egs.(5) and the boundary
conditions on lower end of the column:



Y,(0,P)={0,1—c¢,,c;,0},

9)
Y,(0,P)={0, 0, 0, 1}"

The expressions (9) follow directly from
the boundary conditions (6). The particular
solutions (8) can be found by numerical
integration of the two initial value
problems (5),(9) for fixed value of the
parameter P using standard Runge-Kutta
method [*°]. As a result, the general
solution of the system of Eqgs.(5)
automatically satisfying the boundary
conditions (6) on the lower end of the
beam can be composed as follows:

Y(%,P) =AY (X,P)+ A Yy (x,P) (20)

Here the integration constants A, A,

should be evaluated by imposing the
boundary conditions on the upper end of
the column Egs.(7). Substitution on

Eq.(10) into EQqs.(7) gives two linear
homogeneous algebraic equations for
integration constants A, A, :

{311 A +ag Ay =0 (11)

Ay A +ay Ay =0

where the coefficients a;;, i = 1,2 are
ayy = Cy¥a (L, P) + (1-¢,) yi5(L, P),
Ay =CyY (L, P)+(1—c;) y5(L,P), (12)

ay; = C3Y1 (L P) + (3 =21) (Y14 (L, P) + P y;o (L, P)),
ayp =C3Yo1 (L, P) +(c3 =1) (Yo (L, P) + P yx(L,P)).

For a nontrivial solution to the constants
A, A, the determinant of the resulting
coefficient matrix of the second order is set
equal to zero:

det(an ay,
a21 a22

J = a8y, —a, 8, =0 (13)
Thus, the characteristic equation (13) for
the determination of buckling load P = P,
is obtained. Secant method can be used for
solution of this nonlinear equation [*°]. In
each iteration the two initial value
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problems (5), (9) are solving for obtained
particular solutions (8) and values
functions of the left-hand side of the
characteristic equation (13) are calculate by
the formulas (12). Since eigenfunctions are
defined up to a constant, the corresponding
buckling mode can be obtained from Eq.(9)
by the formula:

Y (%,P) =Y, (6, P) + (A A) Yy (X, P) (14)
Here constant A, /A, = —aq1/aq5 1S
obtained from first Eq.(11) for P =

P.. From Eq.(9) and Eq.(14) follows that
the values of buckling shape Y (x, P,) at the
points x € [0,L] may be calculated by
numerical integrating the Eq.(7) under
obtained value P = P, and following initial
conditions:

Y(0,R)=1{0,1-c;, ¢, A /A (15)
It is should be note, in the case of uniform
homogeneous beams, the Egs.(5) have
constant coefficients. Then the particular
solutions (8), resulting characteristic Eqg.
(13) and buckling shapes Eq.(14) have
exact closed-form expressions using
known transcendental functions [**]. Such
approach to obtain analytical solutions is
called the method of initial parameters
[4]. Method under consideration, where
particular solutions (8) are obtained
numerically naturally called by method of
the initial parameters in differential form.

4. EXTRAPOLATION OF RESULTS

The Richardson extrapolation is a powerful
technique for increasing the accuracy of
difference solutions of different problems
of mathematical physics [***']. To be able
to apply the Richardson extrapolation it is
necessary to know the asymptotic error
expansion in powers of the step size h:

F(h)-F(0)=ah*+0(h"), 0<k<I (16)



Here F(h) denote the value obtained by
any numerical method with step size h,
F(0) is an unknown exact value, « is
unknown does not depend on h constant
and k is theoretical order of accuracy of the
numerical method. Such expansions were
grounded for a wide range of difference
and finite-element solutions [**].

Denote two numerical solutions found
on grids h;_;,h; =h;_1/2 as follows
F;_y = F(h;_1),F; = F(h;). Then using
the Eq.(16) for these solutions can be
obtained another approximation of the
value F(0) denoted by

F F(O)+o(h)  (17)

UF ;Fi—l _
2" -1

Thus approximate solutions R; have error
with higher order in relation to h than F;.
This formula is simple Richardson
extrapolation formula [**'1]. Therefore, if
numerical solutions of the problem for two
grids and the theoretical order of accuracy
of the numerical method k are known, a
simple linear extrapolation formula (17)
eliminates the leading term from error
expansion EQ.(16) and leads to reasonably
accurate results [***].

If theoretical order of accuracy of the
numerical method is not known, the ratio

Fio—Fis

=2 1 O(h/ X
Fia—F )

(18)

can be obtained, using Eq.(16) and three
solutions on a sequence of nested grid

Fig Fi1,Fi hi—a/hi—qy = hi_q/hy = 2
From EQ.(19) we can easily estimate the
theoretical order of accuracy [*°]:

k ~ k= |og(@)/ log(2)

-1 i

(19)

Here k; is value of observed order of
accuracy and Eq.(19) gives experimental
method for determining or verifying the
value of theoretical order of accuracy k of
the method. The proximity of obtained
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value of observed order of accuracy k; to
theoretical value k is a confirmation of
expansion (16) with leading term ah* and
it substantiates the possibility of using
extrapolation formula (17) to improve
the accuracy of the numerical solutions.

As it was suggested in the previous
section, method of initial parameters in
differential form uses the classical fourth-
order Runge-Kutta method for integration.
Therefore, it can be assumed that the
theoretical order of accuracy of resulting
numerical solutions is k = 4. In the next
section, the following algorithm will be
used to estimate the order of accuracy of
the numerical method and acceleration of
convergence of the numerical solutions.

First of all, it is necessary to find
numerical solutions (values of critical
load) on a sequence of nested grids
F;,,i=1,23,... Then to calculate the

values of observed order of accuracy
k; from Eq.(19) for every three successive
values F;_,, F;_4, F;. 1t should converges to
theoretical value k = 4. Then for every
two successive values F;_q, F; Richardson
extrapolation formula (17) can be used as
follows

F—F

=F + = (20)

Moreover, to  estimate the rate
of convergence of the improved values R;
can be used a formula

I~ = |og(%}/log(z)

i—1 1

(21)

which follows from the Eq.(17) and can be
obtained similar to Eq.(19).

5. NUMERICAL RESULTS

In the following the critical loads are
converted into non-dimensional form as
p = PL?/D, in order to examine the
effectiveness of the suggested numerical
method. Here D, is flexural rigidity on



lower end of the column (x=0).
First let us consider the clamped-clamped
FG column with flexural rigidity D(x) =
Dy (1 + x)2.

Latter formula covers two subcases:

a) E — constant,I(x) = (1 + x)?

by E(x)=1+x), I(x) =(1+x)

The numerical results for first critical load
of the column are shown in Table 2. Here
N; = L/h; is number of divisions of the
grid. As it could be expected, the observed
order of accuracy k; convergence to 4. The
values of R, for N, =80 and Rg for
Ns = 160 in the table practically coincide.
Thus, it can be concluded that all the signs
in the obtained numerical value Rs in this
table are correct. To estimate the order of
accuracy of refined values R;, the values
of [; are proposed in the last column of the
tables. As it can be seen from the last
column of the table, [; tends to [ = 6.
Thus, the improved values of R; have
sixth order of convergence.

The critical loads corresponding to the
first five buckling modes of the column
are given in Table 3. In the same table the
results obtained by applying finite element
method (FEM) and finite difference
method (FDM) are given for N = 100.
The results obtained in the current study
(column F3 ) and results of FEM and FDM
are compared with Rs , considering Rs as
exact result. It can be seen from Table 3
that current results (column F3;) are much
more close to exact result, despite to lower
computational complexity of the current
method (N; =40) The eigenvalue
problem needed to solve has orders 200
and 100 in the case of FEM and FDM,
respectively. Lower accuracy of the FDM
can be explained by second order of
convergence. The order of convergence of
the FEM is four, but this holds good for
homogeneous uniform columns only.

i| N; F; k; R ;
1| 10 |81.19791 - - -
2 [ 20 [ 81.94311 - | 8192612 | -
3| 40 | 81.92464 | 3.787 | 81.92341 -
4 | 80 |81.92344 | 3.946 | 81.92336 | 5.855

5 [ 160 | 81.92337 | 3.986 | 81.92336 | 5.961
6 | 320 | 81.92336 | 3.997 | 81.92336 | 5.990
Table 2. Critical load for clamped-clamped
FG column (D(x) = Dy (1 + x)?).

FEM [°] | FDM [9] F3 Rs
p1 | 825189 | 81.8908 | 81.9246 81.9234
p2 | 169.3995 | 168.0204 | 168.1922 | 168.1811
ps | 330.8138 | 327.9361 | 328.5068 | 328.4314
Pa | 500.5459 | 4957357 | 497.2012 | 496.9441
Ds | 744.6392 | 736.7941 | 740.07601 | 739.2773
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Table 3. Comparison of the critical loads
corresponding to the first five buckling
modes of the clamped-clamped FG
column (D(x) = Dy (1 + x)?).

In the case of FG columns the accuracy
will be reduced, due to piecewise constant
flexural rigidity used for elements in [°].
The convergence rate of the current
method for FG column is four (see column
k; in Table 2). The refined solution R;
has the rate of convergence six (see column
[; in Table 2). Moreover, the results
obtained for first critical load R are
compared with the results of exact solution
given in []. Perfect agreement was
observed in the case of different classical
boundary conditions.

Next, the critical loads of the FG column
with flexural rigidity D(x) = Dy e** is
considered. In the Table 4 the numerical
results for clamped-pinned FG column is
presented (u = 1). Similarly to previous
case, the values of R, and R: practically
coincide. Thus, it can be concluded that
all  the signs in the obtained
numerical value Rg; in Table 4 are
correct. As it can be seen from the last
column of the Table 4, [; tends to [ = 6.
Thus, the improved values of R; have sixth
order of convergence. The similar results
have been obtained for critical loads FG
columns  with  classical  boundary
conditions for different values of p. The
obtained values of R for FG columns with
different boundary conditions presented in
the Table 5.

(%] F [ & & ]




1 10 | 32.582592 - - -
2| 20 | 32.556755 - 32.555033 -
3| 40 | 32.555032 | 3.906 | 32.554917 -
4| 80 | 32.554923 3.976 | 32.554915 | 5.934
5| 160 | 32.554916 | 3.994 | 32.554915 | 5.982

Table 4. Critical load for clamped-pinned
FG column (D(x) = Dy e*¥).

BC u=-1 u=0.5 p=1

C-F 1.782102 2.844778 3.241181
P-P 5.826546 | 12.587151 | 15.838195
C-G 5.972525 | 12.666644 | 16.235007
C-P | 11.988386 | 25.782548 | 32.554915
P-C 11.976284 | 25.785855 | 32.587811
C-C | 23.490038 | 50.448156 | 63.852545

Table 5. Critical loads for FG columns
(D(x) = Dy e").

The results given in the Table 5 coincide
completely with numerical results given in
[°]. However, in [*] the matrix of the
eigenvalue problems has dimensions
121*121, but in the current study, only 2*2
matrix is used (standard Runge-Kutta
method is employed for forming the
matrix).

6. CONCLUSION

The numerical method for analysis of
buckling of FG columns is proposed. The
results are compared with the results of
FEM, FDM and other numerical methods
[®°]. High accuracy of the proposed
method has been observed. In future study
the results of the proposed method are
planned to compare with the results of
Haar wavelet based methods [***].
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FINITE ELEMENT METHOD AND ITS USABLE APPLICATIONS IN
WEAR MODELS DESIGN

Sivitski, A; Podra, P.

Abstract: FEM models allow to perform
more accurate calculations of contact
strength and to predict the wear characters
of materials. The prognosis of material
behavior under load makes it possible to
save resources and to abandon a trial-and-
error method. The development of a FEM
model as well as operating with FEM
programs is a complicated and time-
consuming process. The skills of model
simplification become more and more
important. The shape and the number of
elements, moduli of elasticity of materials
and contact stiffness parameters should be
also considered. At this moment there is no
usable application for FEM models
creation available for wear calculations. In
this paper usable application for contact
stress FEM calculations of coated bodies is
offered, that can be used by engineers of
different areas.

Key words: Wear of materials; Coatings;
FEM Hertz contact and Wear models

1. INTRODUCTION

Sliding wear is one of the most common
wear types that takes place in different
mechanical contacts. It has been suggested
that the dominant parameters that influence
the sliding wear rate are loading and
sliding parameters of contact [“?]. The
sliding law of contact is easily determined
by mechanism kinematics. The calculation
of contact stress in the sliding contact area,
defined by loading and the shapes of
contact bodies, is more complicated
process. According to the linear wear
models, the volume wear directly depends
on normal pressure in the contact.
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Archard’s wear law, first published by
Holm [*] and used for dimensionless wear
coefficient K calculation, was based on the
experimental observations and was initially
written in form:

V_kh
S H'

1)

where V is the volume wear (m%), s is
the sliding distance (m), Fy is the normal
load (N) and H is the hardness (Pa).
The more important wear parameter, wear
depth h, is calculated by dividing both
sides of equation (1) by the apparent
contact area:

h=kps, (2)

where p is the normal contact pressure
(Pa) over that particular discrete region, s
is sliding distance (m), k = K/H is the
dimensional wear coefficient (Pa™).
The Hertz elastic contact theory [*] has
widely been used for contact stress
distribution calculations. However, Hertz
contact model has assumptions, such as all
bodies are considered elastic, the contact
between them is ellipse-shaped, frictionless
and non-conforming.
For sphere on plane surface contact (see
Fig.1) the contact radius r (m) can be given
as:

_3RR
4E

(3

where R; is the radius of sphere (m) and
E* is the normalized elasticity modulus
(Pa) defined by equation:



* 1
E = 2 2
(1—4) " (1-15)
E, E,

 (4)

where Eq, E; and pu1, up are the moduli
of elasticity (Pa) and Poisson’s ratios of
two contact bodies’ materials.

Fn

\

R

Fig.1. Sphere on plane surface contact.

The normal contact pressure p distribution
is dependent on the contact radius r with
the maximum value pmax (Pa) in the center
of the contact area:

_ 3FN
27r?

max ()

The numerical method - finite element
method (FEM) can be wused as an
alternative method for contact pressure
determination. This method is useful for
complex  systems, when analytical
solutions are not available. FEM is based
on considering the bodies as sets of
discrete elements and on finding
approximate solutions to boundary value
problems what is solutions to differential
equations that satisfy these boundary
conditions, of the elements. The use of
FEM together with appropriate wear
models is probably the only possible
method to be used for coated system wear
characteristics calculation.

2. FEM application for sphere-on-plane
contact model

2.1 Hertz contact model of uncoated
contact

Before making FEM simulations with
complicated coated system, Hertz contact
model with the simple uncoated bodies
must be used in order to verify the FEM
model.
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FEM program ANSYS Workbench 14.5
was used for Hertz contact model
calculations. The axisymmetric 2-D model
was created to save the calculation time.
The isotropic sphere had an axial modulus
of elasticity (E;) of 200 GPa (steel) and a
Poisson’s ratio («1) of 0.3. The sphere was
pressed vertically to the contact interface
with a rigid counterbody — rigid plane
(plane surface). The modulus of elasticity
of rigid plane (E,) was assumed to be +o
and Poisson’s ratio («2) equals 0.

After model geometry designed the mesh
was configured (see Fig 2). The edge
sizing function was used in the contact area
to refine the mesh. The greater is the
number of elements near contact the better
the results will converge within appropriate
bounds. Contact element size of 5-10° m
was selected and number of elements was
equal to 20787. This contact element size
gives the most optimum normal contact
pressure results accuracy along with
acceptable  duration  of  numerical
simulation and analysis.

Fig. 2. Mesh of the Hertz contact model.

To prevent the two surfaces from passing
through each other, Augmented Lagrange
contact formulation method was used.
According to Augmented Lagrange method
the higher is contact stiffness the lower is
penetration [°]:

(6)

where ky is contact normal stiffness
(N/m), x, is surface penetration (m), 4 is
an extra term (N) that makes this method
less sensitive to the magnitude of the
contact stiffness in comparison to
Pure Penalty method [°]. For general bulk

Fyv=kyx, +4,



deformation—dominated problems it is
recommended by ANSYS [°] to use the
normal contact stiffness factor (FKN).
FKN specifies a scaling factor for contact
stiffness that is automatically calculated by
ANSYS. The scaling factors are usually in
the range of FKN (1...100) between
sphere edge and rigid plane surface. The
higher is the value of contact normal
stiffness, the more accurate is the result of
FEM simulation. However, too high FKN
values cause difficulties with convergence.
Frictionless contact was selected for Hertz
contact model as frictionless behaviour
allows the bodies to slide relative to one
another without any resistance [°]. Sphere
was defined to be the contact body. Plane
was defined as rigid target body. Finally
the asymmetric behaviour of contact was
specified. The asymmetric behaviour of
contact means that only the contact
surfaces are constrained from penetrating
the target surfaces. The normal force of
Fn = 1 N and sphere radius R; = 0.003 m
were used in FEM simulation. In tables 1
and 2 the results of analytical and
numerical contact radius and maximum
normal contact pressure are presented.

. . Relative
Analytical | Numerical error (%)
Contact radius 0.0217 0.022 4.4

r, (mm)

Table 1. Analytical and numerical results
of contact radius r, (mm), FKN = 10.

. . Relative
Analytical | Numerical error (%)
Normal contact 987 (acc. to
pressure Pmax, 1013 r value) 2.6

(MPa) 1002

Table 2. Analytical and numerical results
of maximum normal contact pressure pmax,
(MPa), FKN =10.

According to the ANSYS solution results,
the relative error of the normal contact
pressure numerical calculation is 2.6 %.
The optimal value of FKN 10 was
selected previously from a number of Hertz
contact simulation results with different
FKN values (see Table 3).
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FKN | FKN | FKN
=1 =10 | =100
Numerical normal contact 899 1002 | 1020

pressure Pmax, (MPa)

Table 3. Numerical results of maximum
normal contact pressure pmax, (MPa) for
different FKN values.

Figure 3 demonstrates the FEM
distribution of normal contact pressure in
the contact area if FKN = 10.

A: Hertz Contact_wear
Pressure

Type: Pressure

Unit: Pa

Time: 1

20.03.2014 15:48

1,0017e9 Max

8,00418

77911ed [ —
£,678¢8
5,565¢8
445268
3,330e8
3,226e8
1113¢8
0 Min

Fig. 3. Normal contact pressure distribution
in Hertz contact (FKN = 10).
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Result of the numerical simulation of
uncoated Hertz contact revealed that
optimal number of elements, element size
and contact normal stiffness values are
critical for normal contact pressure
numerical calculations.

2.2 Sphere—on—plane contact model for
coated contact

Hertz elastic contact theory formulae can
be applied only in case of uncoated
systems. Experimental research is therefore
mostly used for coated systems wear
characteristics  analysis. Using FEM
numerical method for coated bodies wear
simulation is therefore highly interesting.
Although sliding wear is affected by many
aspects, such as substrate and coating
materials physical and chemical properties,
sliding velocity, wear test duration,
temperature and humidity etc., the normal
contact pressure associated with normal
loading and contact bodies shapes is one of
the most important parameters that should
be determined. The use of FEM numerical



simulations for coated systems contact
pressure prognosis helps to define the most
suitable coatings for different substrate
materials.

In this work coated sphere on rigid
uncoated plane contact model was done
with the coated sphere radius R; = 0.003 m
and the normal force Fy = 1 N as before.

Substrate | Hardness Modulus of

Substrate . . .

o material H, elasticity

typ designation (HV) E,; (GPa)
SF CWTS | Weartec™ | 843 HV0.01 199
PM CWTS | Vanadis6 |843 HV0.01 210
NS 38CrMoAI8 | 850 HV0.01 300

H15

HM (WC-15Co) 1555 HV0.3 590

Table 4. Mechanical properties of substrate
materials.

Mechanical properties of investigated
substrate materials are presented in
Table 4. Modulus of elasticity of sphere
material varied from 200 GPa for cold
work tool steels (CWTS), 300 GPa for
nitrided steel (NS) up to 590 GPa for
hardmetal (HM) and Poisson’s ratio was
set as 0.3 for all materials. Two types of
coatings from our previous experimental
research [°] were selected for simulations
(see Table 5).

Nano- Modulus of

Coating | Type | hardness elasticity 51/t|i_(|)
H (GPa) E (GPa)

TiCN |Gradient | 26.6+1.4 500+9.0 18.8

AITiN |Gradient | 23.8+1.0 336+13 14.1

Table 5. Mechanical properties of coatings.

These coatings’ types represent the highest
and the lowest modulus of elasticity of
coatings used for CWTS, NS and HM. For
sliding and indentation fatigue wear both
elastic modulus and hardness should be
taken into account. Also the E/H ratio as
the limit of elastic behavior in a surface
contact should be considered in this
research.  Studies ["®] have proven the
importance of high hardness in sliding
wear. The influence of modulus of
elasticity on wear resistance is still not
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properly  explored.  However some
researchers [**°'] have found that wear
resistance increases with modulus of

elasticity increase. Materials with a higher
modulus of elasticity usually have higher
hardness.

Previous experimental research [°] revealed
that coatings with lower modulus of
elasticity and E/H ratio like AITIN have
lower dimensional coefficient of wear
(CoW) 4 (mm’/Nm) on substrates with
higher modulus of elasticity (HM) (see
Table 6).

TiCN/ TiCN/ AITiN/ | AITIN/
CWTS HM CWTS HM
1. CoW k N5 1075
(mmS/Nm); 2,2:10 - 7,6:10
2. CoW k 105 105
(m/Nm): 110 6,910

Table 6. Coefficient of wear (CoW) k of
different coating
combinations of 1. pin—on—disk (PoD)
and 2. ball-on—disk (BoD) test with
normal contact pressure comparable to
current simulation results [°].

substrate and

According  to indentation  testing
(INSTRON 8800, 500 N for CWTS and
100 N for NS, stress ratio R = 0.1) and
adhesion testing (Rockwell C, conical
geometry angle 120°, tip radius of 200 pum)
[°] results the adhesion of gradient coatings
on CWTS increases with E/H ratio value
increment (Fig. 4 a) and Fig. 5 a)).
Conversely, higher values of coatings E/H
on NS cause delamination of the coating

(Fig. 4 ¢)).

et I'.r-%.'z.f e - . .._.‘___....I _.,. 3
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Fig 4. mp're-ssio corner .(iN.STRON8800)
of coating (1 cycle) and crack evaluation



criteria. a) TICN/CWTS - 0 criteria; b)
AITIN/CWTS - Il criteria; ¢) TICN/NS —
VI criteria; d) AITiN/NS - | criteria.
a T b s
-

&

\?..,r'i'. I g ¥ .
Fig. 5. SEM micrographs of the adhesion
test of coatings a) TICN/CWTS - failiure
class 1; b) AITiIN/CWTS — class 2 [°].

For simulation of coated system contact
pressure coating thickness of 10 um was
used. Minimum mesh element size was
selected as 3-10° m (see Fig. 6). Number of
elements was defined as 10939. After
meshing, optimal contact normal stiffness
of bonded contact between coating and
substrate was defined. Both substrate and
coating modulus of elasticity was set to
200 GPa. FKN values from 0.01 to 1 were
analyzed to find the optimal pmax Vvalue
which correlates to analytical
Pmax = 1013 MPa.

010008 (i)

Fig.6. Coated s em.s contact model mesh.

The optimal value of contact normal
stiffness factor of coating and substrate
contact was defined FKN = 0.2 (Fig. 7).
The maximum numerical normal contact
pressure was calculated pmax = 1070 MPa.

A: Hertz Contact wear coatingl
Pressure ANSS

Type: Pressure
Unit: Pa
Tirne: 1
20.03.2014 20:25

1,0708e9 Max
9,5183e8
8,3285e8
7,1387e8

5,0480e8 M
4759268
3,5604e8
2,3796e8
1180868
0 Min 2,5e-005 7,5e-003

Fig. 7. Coated system contact model
normal contact pressure distribution.

Se-005 10,0001 {rm)

The maximum normal contact pressure of
sphere materials and substrate/coating
combinations is presented in Fig. 8. For
comparison the analytical maximum values
of normal contact pressure of uncoated
spheres were calculated pmax = 1013 MPa,
Pmax = 1320 MPa and pmax = 2080 MPa for
CWTS, NS and HM respectively (Fig.8).

CWTS HM 2103 NS

m 2200 1971

S 2000
1800
1600
1400
1200
1000
800
600
400
200

0

1778

1629 1544

1339 1444 1385

B AITIN/ BTICN/ B CWTS B TiCN/ BAITIN/ © HM = AITIN/ B TiCN/ = NS
CWTS  CWTS HM  HM NS NS

Fig. 8. Maximum normal contact pressure
of different substrate/coating combinations.

Normal contact pressure, M

Soft AITiIN coating decreased significantly
the numerical value of HM’s maximum
normal contact pressure from
Pmax = 2103 MPa to pmax = 1544 MPa. On
the contrary TiCN coating with highest
hardness and E/H ratio showed practically
the same value of normal contact pressure
as AITIN coating on CWTS. Having a
higher hardness value, TiCN performs
better on CWTS. Similarly to research [**]
hard coating (with high E/H ratio)
significantly deforms on soft substrate as
stress is easily dispersed underneath. In
spite of normal load increase, the
deformation of the interface between the
coating and substrate is smaller than in
case of a soft coating on a hard substrate.
Due to the last fact, delamination of
coating can not easily arise (Fig. 4 a) and 5
a)). The soft coating (with low E/H ratio)
on a hard substrate experiences significant
deformation. If normal force does not
exceed some critical value, the soft coating
will perform well (Fig. 4 d)). Increase of
the normal load leads to straining of
adhesive interface between the coating and
substrate that leads to cracking and
delamination.



The results of simulations of sphere—on—
plane contact model show that hard coating
performs better on soft substrates and soft
coatings on hard substrates. The results of
FEM simulation correlate with
experimental sliding wear results with
comparable numerical values of normal
contact pressure.

3. CONCLUSION

FEM numerical calculations can be
successfully used for normal contact
pressure prediction of coated bodies
system. In this work the normal contact
pressure of sphere and rigid plane surface
contact was investigated. The results
showed that the accuracy of the numerical
calculations depends on the number and
size of contact elements and also on the
contact normal stiffness. The numerical
method application for coated system
normal contact stress prediction makes it
possible to save resources and decrease the
number of experiments in wear analysis.
The created FEM contact model can be
applied for normal contact pressure
calculation of different coating and
substrates combinations. This contact
model demonstrates the influence of
substrate/coating physical properties and
geometrical parameters on the normal
contact pressure distribution in sliding
contact.
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Abstract: Current research is focused on
the decision-making framework
development with Lean and Green
Manufacturing tools and End-of-Life
scenario  consideration. A specific
mechanism was developed for used
industrial equipment life cycle extension in
order to save money, nature, and society.
The proposed framework makes business
more profitable by including an innovative
approach of using complex TRIZ to make it
more universal and easy to use for the
largest variation of used industrial
products. Development of an approach for
used industrial product assessment
improves company inventory
controllability and utilization that in turn
minimizes environmental impact and
resource consumption during the entire
product cycle.

Key words: Green Manufacturing (GM),
Used equipment, Life Cycle Analysis
(LCA), End-of-Life (EOL) strategy, Theory
of Inventive Problem Solving (TRIZ)

1. INTRODUCTION

Modern trends in the manufacturing
world are seeking innovative solutions and
non-standard approaches to achieve also
environmental benefits. Conventional and
commonly used manufacturing tools
cannot take control over environmental
impact.

“Green Manufacturing paradigm covers
the whole life cycle of product, from
requirements specification, design,
manufacturing, and maintenance to final
discarding” ['].
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Elaboration of green methodologies is a
very important step toward sustainable
manufacturing development, which must
be socially equitable, economically viable,
and environmentally sound. This research
is focused on the development of the GM
framework for the evaluation of the actual
state of used products, such as industrial
equipment and the probability of different
EOL (End-of-Life) scenarios. The specific
mechanism is evolved for their life cycle
extension in order to save money, nature,
and society. The improvement of GM
process quality and simultaneous reduction
of cost, pollution and the environmental
footprint seeks the implementation of non-
standard solutions.

There are certain rules and principles
how companies can become “greener”, for
example, 10 Golden Rules by Dr. Conrad
Luttropp []], 12 Green Engineering
principles by Zimmerman [*]. In the
current research they are used for the
Green Matrix elaboration of an innovation-
oriented approach.

This research is aimed to develop an
approach towards a maximum utilization of
existing industrial equipment resources at
production  facility  within  different
manufacturing enterprises. The objective is
green framework development for the
assessment and extension of industrial
equipment life cycle. The proposed
framework makes SME Dbusiness more
profitable by using an innovation-oriented
complex TRIZ to make it more universal
and easy to use for the largest variation of
used industrial products.

By developing the green framework, it
is very important to decide at some point if
it is worth it to remanufacture the current



equipment and give it the next life? GM
principles are based on three main ideas —
the decision must satisfy the manufacturer
from economic, ecological, and social
points of view [*].

2. EOL STRATEGIES FOR INDUSTRIAL
EQUIPMENT

The aim of all the EOL strategies
described above is to reduce the ecological
impact of the discarded products, to reduce
the use of virgin materials and to decrease
the total amount of waste. These strategies
can be classified according a specific
hierarchy. According to Lansink et al., the
ecological hierarchy of EOL strategies is as
follows from Fig.1 [°].

N

Prevention of waste
Reuse of products
Reuse of components
Material recycling

Incineration with energy conversion

Incineration without energy conversion

h 4

Landfill

Fig.1. Ecological hierarchy of EOL options

The development strategy of eco-
industrial as a basis of circular economy is
moving towards closing processing and
manufacturing loops in industrial systems.
In order to meet the same targets for used
industrial equipment, the closed loops can
be achieved by implementing two ways.
One approach is the realization of different
EOL strategies in individual case studies
what can show benefit specifically for that
unit.

Very important research was conducted
by Brazilian researchers Saavedra, Y. M. B.,
Barquet, A. P. B., Rozenfeld, H., Forcellini,
F. a, & Ometto, A. R. and the exact
definitions of EOL scenarios with references
to the experts in this area are presented in
Table 1 [°].
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EOL Main characteristics
Products are used more than
once. There is no preventative
repair done and possible
problems after its first life can be
obtained. Reuse has no influence
on product’s quality, anyway it is
not new.

Products’ out-of-order parts are
replaced and the functionality is
recovered. The quality level of
the new components is high, the
whole item has extended the life
cycle.

Product major components are

Reuse

Repair

2,5) S rebuilt to a working state. The
£ 5 |quality level is intermediate and
2 g the life extension level is high.
2 & |During this procedure there is no
& & |item upgrade to the latest
functionality or technology.
Recycle is the friendlier option
o |from environmental impact point
'S |of view. However, the high
é energy, time and material
consuming procedure among
other options.
= “Recovering the used parts of
-'g 8 products and quality depends on
S S |the EOL strategies that will be
O ™ |used”.
= Remanufactured item has the
S same performance and quality
‘5  |level what is returned during this
& procedure with an accordance
&E, with the OEM’s specification of

the same new product.
Table 1. End of Life strategies

Another is the reverse logistics concept
combined with EOL strategies that can be
seen in the industry [']. According to the
most recent findings reviewed in these
papers, the best EOL strategy for industrial
equipment to prolong its life cycle is a
corporation of take-back approach with the
remanufacturing concept. This method is
widely used in industries all over the
world. Combination of remanufacturing
end-of-life strategy and take-back approach



can save up to 40-60% of the spending in
comparison with absolutely new item
production by putting about 20% of the
effort. It has been reported by many
researches [°], [*] and other. The target in
this research is to develop an internal tool
for EOL strategy validation without
implementing a take-back approach.

Calculate

- Useful lifetime <N years

Maintenance

Equipment OEE > 60%

Overhaul 4—'

!

Low Availability

Low Performance

3. BASIC CONCEPTS OF THE
RESEARCH

The main decision-making framework
of the research is shown in Fig 2. It is
divided into three stages:

e Calculate - Equipment state definition,
e Analyze - Remanufacturing advisability
e Innovate - Innovative solution search.

=N years ——

o Ease of disassembly

» Feasibility of cleaning

« Feasibility of inspection
and sorting

» Feasibility of part
reconditioning

» Feasibility of machine
upgrading

* Ease of reassembly

OEE < 60%

Low Quality

'

Technological

Reuse I
TRIZ | Green  TRIZ
[ stage | Matrix | | stage
Reconfigure

Refurbishment =

Cannibalization =

T<0,6—
assessment
[
T=0,6
L 2

« LCC
* Costof
remanufacturing

Economic
process
assessment * Comparison with

I new (Il'll'll()gllL‘

C>0.6 equipment
=06
¥

“—(C<0,6—

Ecological
assessment

E = (].?J

= Malterial saving
* Energy saving

e E<(,7—

l

Recycle

Innovate

l

Remanufacture

Analyze

Fig.2. Decision-making framework for used industrial equipment LCA

The first part is mostly considered as a
Lean tool, such as OEE, and equipment
age. The age of used industrial equipment
iIs taken into account as the primary
criterion of the Calculate part. This will
give the needed separation between the
cases. Definitely, the first measured
criterion is actually OEE All the equations
of OEE calculation are presented in [*°]. In
the general scheme, the total OEE rate is
60% according to overall world practice in
manufacturing enterprises [**].
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The second part must be used if the
right solution could not be found in the
first part or as an alternative solution. The
method for evaluating the
remanufacturability of spent industrial
equipment is improved and adapted from
Chinese researchers: Du, Y., Cao, H., Liu,
F., Li, C., & Chen, X. evaluation method
for used machine tools [*?]. The idea is to
take into consideration three main factors:
technological, economic and of course,
environmental  for  spent industrial
equipment remanufacturability benefits



assessment. The Chinese researchers added
the “machine upgrading” part into
technology assessment. Definitely, it is
very important to consider an upgrading
opportunity during the remanufacturing
process. The economic issue is rated from
the Life Cycle Cost (LCC) perspective, the
aspect of remanufacturing cost and
comparison with an analogue of new
equipment. This part was adapted and
improved by involving the Heinz
calculation model [**] and risk analysis to
obtain more precise results. The
environmental benefits of used equipment
remanufacturing are assessed in terms of
energy and material saving.

In the Table 2 are introduced the
criteria for technological, economic and

environmental  assessment of  used
industrial equipment [*].

o

5 M ,
2 Index feasibil weiaht
(8) ity 9
= | Ease of disassembly Mg o,
% Feasibility of cleaning M o,
§, Feasibility of inspection and Ui o,
& |sorting

8 | Feasibility of part My o,
2| reconditioning

2 | Feasibility of machine My o,
‘S | upgrading

(5]

I~ | Ease of reassembly Ma o,
E’ Life Cycle Cost (LCC) C.

3 | Cost of remanufacturing C,

@ | process

o | Overhead cost of machine Cs

§ | tool remanufacturing

S | Total cost of equipment He

({0 | remanufacturing Cg

E Material saving Mm w,
% Energy saving Hs o,
E Pollution reduction Hp ,
L

Table 2 The criteria for technological,
economic and environmental assessment of
used industrial equipment

The technological assessment should be
estimated in terms of the feasibility of the

whole remanufacturing process. The
standard remanufacturing process includes
disassembly, cleaning, inspection and
sorting, part reconditioning, equipment
upgrading, and reassembly [*]. The
criterion of technological assessment can
be calculated using the following equation:

T = :udwd +luca)c +Iuia)i +/ura)r +qu0)u +:uaa)a (1)

For weight scheme determination for
the remanufacturability of used equipment
is used method of AHP [14]. LCC is
calculated according to [*°] and [*°]. During
the stage of economic assessment it is
essential to compare the remanufactured
product with the new analogue one.

The third stage is dedicated to
innovative  solution finding by the
introduction of various TRIZ tools. It was
one of the major points to combine TRIZ
Contradiction Matrix with 40 Principles
['1 with Green Engineering (GE) 12
principles [*]. The aim was to find a fast
and relevant way to solve contradictions
that would somehow be linked to
environmental issues. At least it is
important to find the way to overcome the
psychological inertia concerning ecological
issues. One possible solution is to integrate
GE 12 principles into GM philosophy
through the TRIZ Contradiction Matrix.
The concept itself was derived during the
Lean&Green Waste Matrix development in
[*!]. Matrix was elaborated and presented
in Fig. 3.

Using TRIZ Matrix for Green
Manufacturing can be shown on the
example one Estonian machinery company.
Company has different types of machines,
but mostly and commonly used are lathes
and milling machines. Machinery useful
life cycle is 15-20 years. Of course, the
oldest equipment IS already
remanufactured many times and has almost
all new components. The average age for
lathes is 26 years and 33 years for the
milling machines respectively. The overall
tendency is seen in Table 3.
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Fig. 3. Fragment of TRI1Z Matrix for Green Manufacturing

Since 2007 the downtime recurrence and
time spent on repairs is just growing. In 6
years it is almost doubled for both types of
machines.

Average repairing cost of a machine tool (€)
First period Second period
2007 — 2009 2010-2012
2007 |2008 (2009 |2010 (2011 |2012
Lather 2980|3015 |3 030 [3080 |31403
machine 190
Total cost. 9025 9 410
during period
Milling 3350(3400 |3 410 (3460 3530
machine 580
Total cost. 10 160 10570
during period

Table 3. Repairing cost of equipment.

The biggest fault for lathes is setup. The
milling machines are suffering mostly from
electric faults and the second one is again
setup. In the section of decision searching
process, the main focus is on setup fault by
solving defined technical contradiction
between improving factors “ease of
operation” and worsening “adaptability or
versatility”. The solution can help to
prolong useful life span of lathes and
milling machines. It will be the alternative
option what can be also taken into account
during decision making procedure or
somehow combined with the main
proposal. According to developed TRIZ
Matrix for Green Manufacturing (Fig. 3)
the following technical contradiction can
be solved by using 4 different principles of

TRIZ. Matrix is giving principles: 15, 34, 1
and 16 shown in Fig. 4.

g ) |
Seé;nent SIigHIT\; less
Slightly more

7N
[ 15 )
NS

Dynamize

N
([ 34 |
N/

Discard and
Recover

Fig. 4. Solution for “setup” fault by using
TRIZ Matrix

This time all options can be used and
explained. The third option “Segment”
looks good due to it is not showing
direction to EOL strategies, such as 3R
(reduce/reuse/ recycle). For example, next
possible extra options can be added to
general decision, such as  the
manufacturing process can be divided
(separated) among different machines. This
will reduces the number of operations for
one machine. In addition machines will be
used less and the problematic spare parts
will have less stress during setups. Another
option is to group machines according to
their specification and technical problems
and tries to separate products according to
that in order to keep the quality level and
decrease the number of setups.

4. CONSCLUSIONS

The idea was to create a well-ordered
approach for the state analysis of the used
industrial equipment and possible solution
finding. For that reason, the current
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research was focused on the development
of the decision-making framework with
Lean and GM tools and EOL scenario
consideration. TRIZ was used as an
innovation mechanism for decision-making
in the current research. The Green Matrix
from the general TRIZ Contradiction

Matrix was elaborated to resolve
environmental conflicts by using GE
principles.

The developed approach must ensure
analysis of industrial equipment in the
EOL stage and facilitate finding of a right
decision for its utilization through the
innovative solutions in order to increase
the economic and ecological benefits.
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DEVELOPMENT AND APPLICATION OF A HOLISTIC
PRODUCTION MONITORING SYSTEM

Eiskop, T.; Snatkin, A. & Korgesaar, K., Seren, J.

Abstract: The main purpose of the current
work is to analyse automatic production
monitoring systems (PMS) and to propose
a holistic framework of a scalable, highly
adjustable and affordable, automatic PMS
for increasing the competitiveness of small
and medium sized enterprises (SME). PMS
is a system designed for automatically
acquiring relevant data from production
processes with an improved efficiency and
consistency compared to manual data
collection.

Practical part of the work concentrates on
the development and application of this
system in a wood processing company.
Keywords: Production monitoring system,
real-time information, machine condition
monitoring, manufacturing intelligence

1. INTRODUCTION

Importance of flexible reaction on changes
in production environment, inputs/outputs
and processes with minimal time has been
crucial for manufacturing enterprise
survival. Furthermore today’s demand-
driven market rises even more challenges
to reduce costs, face higher product
complexity and shorter product lifecycle,
changing customer demands and increased
regulatory compliance [*].

Meeting these demands requires timely
and accurate information in regard to the
state of production processes.

Gathering such data manually often
undermines the reliability and quality of
the data and before processing it needs to
be entered to a spreadsheet, database or in
an ERP system, analysed and visualised
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for decision making, resulting in a lack of
overview in production processes.
Consequences of excessive costs inflicted
by production disturbances can be avoided
through implementing automatic
production monitoring systems (PMS)
ensuring stable quality of timely and
relevant information for operative reaction
on disturbances, reduced labour costs,
traceability and motivation for employees.
PMS is commonly known as part of larger

Manufacturing Execution Systems
(MES) [*.
To avoid paying for extensive

functionality, enterprises are forced to
develop their own solutions ensuring that
all demands of the company are met.

This study proposes a modular, highly
configurable, scalable and affordable PMS,
based on open-source technologies,
allowing manufacturing companies to get
near-real-time information about their
production processes and environment.

2. AUTOMATIC PRODUCTION
MONITORING SYSTEM

Monitoring machine states and production
processes is a part of the many functions of
MES which acts as an intermediate level
between ERP and shop floor.

Fig 1. MES environment and its layers [?].



PMS concentrates on some of the aspects
of the MES like Data
Collection/Acquisition, Performance
Az\nalysis, and Process Status monitoring
['].

Although most of the bigger machine
producers have fitted their machinery with
monitoring hardware and have their own
solution for gathering and analysing
machine data, a manufacturing site rarely
has the equipment of only one producer
thus having to deal with several systems
and spending time to consolidate the data.
Solutions for data consolidation are
available, but require expert knowledge for
installation and are expensive.

3. GENERAL CONCEPT

A basic production monitoring system
should enable at least data collection,
storage and presentation [>*].

Based on the needs of a specific
manufacturing enterprise advanced
systems can additionally be set-up to
include data analysis, prognostic and data
exchange functions.

Production Monitoring System

Layer 6 — Presentation

Layer 6.1 - Layer 6.3 — Layer 6.2 —

Reporting Warning System —f Visualization }---.- o) ——
(GUI, Screens) —

T s

-9 2

- I

Layer 5 — Data processing ; = P )

51— 52— 53— 54-Data | i JE 5T
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L S’ |55 8

—I Layer 4 — Data Storage I =

Layer 3 — Data Acquisition H
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I Layer 1 — Sensor(s), Sensors Array(s) I

Fig. 2. Basic conception of PMS modules.

The Fig. 2 represents different levels of
PMS concept: Sensor, Sensors Array;
Signal converter; Data pre-processing;
Data Acquisition; Data Storage; Data
Processing and Presentation.

These layers are the main framework of
the PMS. Sub-layers are optional
functionality that can be selected but are
not crucial for the system operation.

Layer 1 - Sensors and/or sensor arrays.
Physical sensors for measuring specified
parameters. The use of wireless sensors is
recommended for quicker installation.
Layer 2 - Signal converters, Data pre-
processing. Signal converters receive the
raw data from Level 1 and convert it for
sending to the next level. Signal converters
can be PLC, Field-Programmable gate
arrays  or  open-source electronics
prototyping platforms like Arduino or
Raspberry Pi.

Layer 3 - Data Acquisition. Data from
Level 2 is communicated to level 4 via
communications protocols like TCP/IP,
ZigBee etc. The possibility for manual data
entry should not be excluded since
feedback from the personnel can be of
great value for later analysis in correlation
with the automatic data.

Level 4 - Data storage. Data from the
sensors is stored in a database. In this
study MySQL was used.

Level 5 - Data processing deals with
different types of data manipulation - Data
Analysis, Prediction, Archiving and
Exchange.

Data analysis module wuses statistical
methods for finding patterns and trends in
gathered data enabling better decision
making. Prediction module analyses data
with artificial intelligence and neural
networks to elaborate a prediction model
[*4]. Archiving module stores unused or
expired data based on the defined rules for
increasing performance of the “live”
database. Data exchange module enables
the configuration of customized reports for
exporting data to higher and lower level
systems.

Level 6 - Presentation. This level
represents the system interface for the
users. Reporting module displays the data
based on the selections of the user.
Warning module receives alert messages
from the Analysis module, displays and



records (once the user has acknowledged
the alarm) them in the database.
Visualisation module is responsible for
displaying  highly customizable and
interactive  web-based graphical user
interfaces that are compatible with most of
the modern internet browsers.

4. APPLICATION ON SHOP FLOOR

Monitoring the production processes and
machine condition is not the only part of
the holistic PMS. It includes other aspects
that can influence the effectiveness of the
production. Therefore Environment and
Personnel/Asset monitoring options were
added to the system (see Fig. 3).

,‘/’-)!-V -7-1\\‘\‘
-~ (Production) Environment ™.
// Monltorlng

- \

/ / Production Process \\ \
/ Monitoring

f

! f Machlne Condmon \ PersonneI/Asset

‘ﬂ \ Monitoring Momtormg
\\ / N / /

N \
} - _)/‘////

Fig. 3. PMS measurement modules.
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Production Environment monitoring
allows the manufacturer to monitor the
environmental parameters for processes
where this aspect is influencing the
outcome of the production process. This
includes the measurements of humidity,
temperature, atmospheric pressure, speed
of airflow, Volatile Organic Compound
(VOC), gas content in the air (methane,
butane, alcohol) etc.

Production process monitoring can be
divided into 3 main groups - Product

tracking, Process parameters, Process
efficiency.

Product tracking involves the
identification of a product on the
production line, thus revealing the

completion stage of the product. This is in
most cases done by attaching either a
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barcode or RFID tag to the product and is
more common in custom and mass-
customization manufacturing.

Process parameter monitoring involves
the monitoring of process characteristics

like speed, temperature and the
characteristics of the input and output
material - dimensions, quality,

temperature, moisture, evaporating gases,
etc.

Process efficiency monitoring is evaluating
the data that has been gathered and
comparing it to set targets. Most common
methods are OEE and statistical process
control (SPC).

For accurate measurement and increased
focus OEE can be broken down to 3
factors - Awvailability, Productivity and
Quality - data for all three should be
captured [*]. Machine availability can be
easily found by measuring electric current
rate of the machine. The workload of the
machine can be compared against the
readings to the reference limits defined
forehand [* “]. Another option is to
measure the output (pcs/length/volume)
cycle time of the production process giving
the base data for Performance calculation
that is compared usually against machine
Nameplate Capacity. Third factor, the
Quality, poses challenges for being
assessed since quality is (depending on the
product) defined by many characteristics —
dimension tolerances, surface quality,
density, moisture, chemical content.
Evaluating the surface quality and the
dimensions of the product can be done
automatically with smart-cameras that
compare the product to a reference picture.
Despite the high cost of such solutions the
benefits can outweigh the costs since
mistakes can be found automatically thus
reducing reworking costs and capacity
loss, increase production speed and yield
[*°]. As an alternative the quality can be
assessed by production personnel and
results of the inspection entered to the
system via GUI. The drawback here is the
subjective nature of the quality assessment



related to the (e.g. emotionality, tiredness)
state of the personnel.

Single minute exchange of Dies is a tool
concentrating on changeover optimisation
via video analysis allowing significant
reduction in changeover times [']. A
camera could be added to the system and
set up for recording on request or triggered
by an event like a movement or a machine
stoppage, allowing quicker analysis of the
root causes for availability losses.

Since the idea of the PMS is to support the
production and office personnel with
sufficient data for decision making and
continuous improvement, other methods
can be defined based on the enterprise’s
needs.

Machine Condition Monitoring includes
the assessment of machine condition by
measuring the current, temperature,
vibration and noise level of the machine
[*]. Based on these indicators and the
Probability of Failure Curve, personnel can
assess the need for maintenance and
therefore reducing machine downtime and
maintenance costs.

Personnel and Asset (Activity/Location)
monitoring in production processes is not
widely used. The main application was
found to be in medical facilities and
military. Personnel tracking in
manufacturing enterprises could be used
for identifying work time, analysing
strenuous  movements  or  creating
automatic diagrams of machine and
production line operator’s movements to
optimise the work area and reduce the time
waste.

Asset location tracking could be useful for
tracking forklifts to measure the exact
workload and optimize the amount of
forklifts used. [*]

There are several possibilities to monitor
personnel and assets — RFID, Bluetooth,
Infrared, Audible sound, Ultrasound, Wifi
triangulation, ZigBee sensor array 2D and
3D trilateration, Kinect movement tracking
[11, 12, 13]'

Choosing the method for personnel/asset
monitoring depends on the environment
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and the area that needs to be covered. For
example Kinect requires direct sight
whereas other proposed methods can be
extended over vast areas [* ¥ .
Combinations of different methods can be
used to compensate on the disadvantages
of the described methods.

5. CASE STUDY

As a basis for this study an existing self-
developed system was used. Presented
system is used in day-to-day operations
and has proved to be effective. During a 2-
month-period, the  productivity  of
production line was increased ~35% (See
Fig 3.) compared to the average of 2013.

=4 Productivity (Units/Hour) = Average productivity in 2013
Productivity increase compared to 2013
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Fig. 4. Productivity (units/hour) on
bottleneck production line.

The system is based on the client-server
mode where the client can be any device
that runs a web browser.

A personal computer was set up to be used
as a server. For easy installation and
development PHP  (Hypertext  Pre-
processor) development framework
XAMPP version 1.6.6a was installed. The
framework includes MySQL database
version 5.0.27, phpMyAdmin MySQL
administration tool version 2.11.7.1, PHP
5.2.0, Apache server version 2.2.3 and
FileZilla FTP server 0.9.20. beta.

As described on Fig. 5 the developed PMS
uses 2 sensors and additionally data is
entered to the system by the production
personnel with barcode scanner and via
Tablet PC screen. The sensor data is
acquired by a PLC which forwards the data



to the server. The data entered manually is
saved directly to the database.

Data from the database is processed and
presented to the users upon request or
updated on the GUIs automatically.

ﬂﬂu
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ual input mspecuonGUl
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Tablet PC Smanphone Offlce PC

Machine screen

Manh ne computer l

SENSOR
(Rotary encoder)

sENsDR ‘
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OFFICE AREA

Fig. 5. PMS Information flow

PRODUCTION AREA

The use of web-based technologies makes
the system compatible with a wide range
of devices that support the use of graphical
interfaces and do not require vast amounts
of computing power from the client
devices since most of the computing is
done by the server, leaving the displaying
of the results as the main task for the
clients (see Fig. 6).
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Fig 6. How most dynamic web-pages work
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To further reduce the load on the server
and the clients, AJAX (Asynchronous
JavaScript and XML) technology was used
allowing updating specific objects in the
GUI based on the specified interval. This
enables the use of inexpensive hardware
like Raspberry Pi or cheaper Android
Tablet PC’s as input and displaying
devices and increasing the number of
clients/machines connected to one server.
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5.1 GRAPHICAL USER INTERFACES
(GUI)

Several GUIs where programmed to allow
the users interaction with the system.

The most important GUI in the system is
the Operator GUI since only the Operator
can quickly react on the system feedback
and minimize the cost of interferences in
the production process (see Fig. 7).
Displayed on a Tablet PC the Operator can
get a quick overview of the processes
performance in a glimpse and give
feedback to the system. The screen is
divided into 3 sections (left to right) —
Stoppage timeline, Stoppage overview and
Shift overview.

Stoppage timeline shows the list of
occurred stoppages in chronologic order
and allows the operator to specify the
reason for the stoppage for latter analysis.
Stoppage overview displays the summary
of the timeline events summarising them
by type allowing the operator to focus on
the biggest losses.

Shift overview presents the following:

e General information about the
production process,
e Quality inspection summary,
e Input material registration data.
General shift information  includes

produced quantities from the start of
production and the last cutting tool change,
shift duration and machine availability.
Quality inspection summary presents the
information about quality assessment of
the end product. Displayed in 2 sections —
last 10 min (left) and whole shift (right) —
gives the operator a general overview as
well as the recently made inspection
results since the changes might not be
noticeable in the scheme of the whole shift
enabling the operator to quickly react in
the emergence of new issues.

Material registration module enables the
operator to register material usage by
registering barcodes from the material
pallet label. Material characteristics
information can later be used for analysing
correlations between input material and



output quality and production process
parameters.
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Fig. 7. Operator GUI

Quality GUISs (see Fig. 8) main purpose is
the effective gathering of quality data
reducing the time needed for processing
and presenting real-time feedback to the
operator for decision making.

The GUI features are current product
description  (top), defect description
registration (left) and defect summary
(right). The buttons on the bottom of the
screen are displaying last 10 registrations
for double checking and deleting,
current/previous shift overview for data
correction and the end product change for
defining the final product.
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Fig. 8. Quality inspector GUI

The product information can be valuable
for assessing the usage of raw material
against the final product assuring the
optimisation of material yield.

Machine screen is giving a general
overview of the process status.

OEE is presented with gauges as 3 factors
- Availability, Productivity, Quality (see
Fig. 9.) for enabling to concentrate on a
specific factor when engaging in root

cause analysis, shortening the time for
eliminating the root cause [°].
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Fig. 9. Machine screen

The multiplication of these 3 factors equals
the OEE of the production line [*]. Each
factor has additional summary beneath
them for a complete overview.

6. FURTHER RESEARCH

To further reduce the costs and facilitate
rapid installation of an automatic PMS, the
application of open source electronic
platforms, cloud-based solutions for data
storage and other alternatives should be
investigated and tested in manufacturing
environment.

Application of modern prognostic methods
should be researched for analysing and
prognostics purposes. To increase even
more the savings generated by the
implementation of a PMS, the proposed
concept should be tested and optimized for
production lines, groups of machines and
factories.

7. CONCLUSION

A conceptual model for a holistic
Production  Monitoring  System  was
presented and the start of practical
implementation and development of the
system in a manufacturing enterprise was
described in a case study.

Implementing a basic PMS has made it
possible for the company to increase
productivity on a bottleneck line by ~35%
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DESIGN PRINCIPLES OF FLEXIBLE MANUFACTURING
SYSTEMS

Hermaste, A.; Riives, J.; Sonk, K., Sarkans, M.

Abstract: Flexible Manufacturing
Systems (FMS) has been used already for a
long time. Due to increasing competition
among companies, use of different kind of
flexible production systems is also
increasing. The main objectives to
implement the FMS in the company are to
produce different parts or part families
more efficiently. Efficiency in FMS means

minimizing  system  unbalance and
maximizing system throughput, while
satisfying the technological constraint.

Selection of rational FMS layout and
system components in preliminary design
stage is one the most difficult problem.
This paper gives an overview of basic
principles and criteria of selecting rational
FMS layout and structure.

Key words: Flexible Manufacturing
System, design principles of FMS.

1. INTRODUCTION

Production system is a structural integrated
complex of manufacturing equipment,
special fixtures and tools; processes and
products with the objective to fulfil a
production tasks. Production tasks are
directly related to the nomenclature of the
products. Production system capacity is
directly related to the technological
possibilities of the equipment and
competence of the workers ['].

Customer oriented flexible production
management has led to the extensive use of
various types of flexible manufacturing
systems. Systems development is based on
systems  engineering [‘].  Systems
engineering is an interdisciplinary process
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ensures that the customers’ needs are
satisfied throughout a systems entire life
cycle.

Flexible manufacturing system (FMS) is an
automated manufacturing system
consisting of multiple CNC machining
centres and workstations, automated
material handling and storage system and
distributed computer system that is
interfaced with all components in the
system [*].

The FMS automatically transfers pallets
between workstations, storage system and
loading/unloading system. The core of
FMS system is sophisticated control
software that can schedule production,
manage and transfer programs, and run
unmanned production [*]. Installation of an
FMS is usually a significant capital
investment for the company but there are
also many benefits: increased machine
utilization, reduced factory floor space,
lower manufacturing lead times and high
labour productivity [°]. Managing and
planning the production in the FMS is very
complicated task because each machine
can perform many different operations and
several part types simultaneously, and each
part may have alternative routes [°].

Every single flexible manufacturing system
is basically unique and specially made for
specific company. During the design
process of flexible manufacturing system,
the most complicated task is to find most
rational structure for FMS and effective
way to produce different parts according to
the company’s production needs and
product types [']. The main criteria to
consider are cost of the FMS, payback



period, throughput time, utilization rate,
quality of results, etc. Example of typical
in-line layout FMS is shown in “Fig. 1”.

| Pallet ' Machine tools

= [ vl
j Loading  —— Unloading [ ol ] =
i staton  T==] station

Material handling system

SRR

Storage system

Fig. 1. In-line layout FMS with 2 machine
stations.

Most of the published works in this
research area focuses on determination of
the position of facilities or efficient layout
arrangement of FMS cells or machine tools
[® °]. This research focuses on selection
principles of rational FMS structure, by
defining the criteria for system design,
including data about machines (quantity,
main specification), material handling
system (type and layout) and storage
system (type and size).

2. REPRESENTATION OF
PRODUCTION SYSTEM

A production system configuration can be
understood as a design task which system
components are selected and arranged to
form a system. The production system
carries out a transformation process for
changing the input into determined (task
correspondent) output. However, whatever
the nature of the business is, the main
objective is looking for new ways of
adding value either by providing benefits
and products that customers are willing to
pay more or by combining resources more
efficiently to reduce costs. The basic for
this task is the manufacturing system
engineering (MSE) ontology, what was
presented in ['9].

For fulfilling a production task, there is
necessary to have a production system
which formal description is as following

)
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T={N,A,S,F,P}, (1)

Where,

T — production system;

N — components of the system (e.g. 5-axes
machining centre, 7-axes machining centre,
washing machine, measuring machine);

A — a set of parameters, describing the
system and determining the technological
capabilities of the system []);

S — structure of the system (location of
equipment’s of the system and the
connections between machine tools and
storage, see Fig. 2);

F — number of functional connections
between the elements of the system
(depends of the ontology of manufacturing
and defines the essence of single events,
see Fig. 3). The number and essence of
events depends on used technology, rate of
automation and organization of production.
P — number of machining operations,
taking place in the system, pl, p2,..., pn
(e.g. p1 - milling, p2 - turning, p3 —

boring, etc.), depends of technological
possibilities of the system.

Fig. 2. From abstract description of FMS to
its realization.

1Di}

.

0]

-

M2

M1

Mn

Fig. 3. Manufacturing alternatives

.

Structure of a FMS or other production
systems with its attributes {N, A, P, F}
determines technological possibilities of
FMS and also preconditions for fulfilling



certain type of orders (the volume of order,
delivery time, special type of manufactured
products, features, etc.). Technological
possibilities determine the diversity and
complexity of the products the system can
produce, and also determines the cost of
the system.

In the process of manufacturing system
engineering, the two key questions at the
first stage are existing:

manufacturing alternatives:

0 one-level manufacturing;

o multi-level manufacturing.
loading-unloading organisation:

o automated loading,

0 duo-block automated loading,

0 robot-based loading.

On the basis of Fig. 2 and Fig. 3, it is
possible to determine the functionality and
technological possibilities of FMS.

3. PROBLEM STATEMENT

Increasing  competition is  forcing
production companies to implement new
flexible technologies and increase their
automation level. The main problem in
automation process is to find most rational
and suitable type and structure of flexible
manufacturing  system  for  specific
company, as every company has different
production  requirements,  production
equipment and products.

The design of flexible manufacturing
system consists of selecting the best set of
resources to satisfy the production
requirements during the whole system
lifecycle with the maximum expected
profit [*4].

Design of FMS is complicated and time
consuming process, consisting of several
stages. The basic problem in the
preliminary design stage is to understand,
what kind of FMS structure suits the best
to manufacture the set of parts or products
{Di}, described by the  basic
characteristics:

Dimensions,

Accuracy,

Production volume,
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e Production cycle time,

e Nomenclature (i=1, 2,...,n).

The goal of this research is to analyse
relation principles between products
criteria and FMS structure.

4. DESIGN PRINCIPLES OF FMS

The design of FMS focuses on making
decisions about system specification for
automation of production [**].
The necessary input information for design
plzocess of flexible manufacturing system is
[T
e Technological characteristics of the
product family — material, volume,

tolerances, type (prismatic,
rotational), dimensions, and weight.
e Machining information of the

product family — operation type,
machining times, required power,
required spindle speed, tool life,
tool type, tool number.

e Clamping information of the
product family - fixture type,
fixture size, number of faces on the
fixture, number of parts on the
fixture.

The main output information of the design
process according to the input is:

e Machine type - work cube
dimension, loading weight,
positioning accuracy, spindle power
and speed, tool magazine capacity
and type, number of controlled
axes, pallet changing system.

e Machine number - number of
machines for each machine type in
the system.

e Material handling system - rail-
guided vehicles, automated guided
vehicles (AGV), industrial robots.

e Storage system dimensions,
number of sides, number of levels,
number of pallet places, maximum
size of pallet place, and number of
material pallet places.



e Loading and unloading stations -
type of the stations, number of the
loading/unloading stations

System type and layout — layout

type, system type

During the design process, different
decisions about system configuration has to
me made according to the information
available as the input.

Generally, design of the flexible
manufacturing system consists of the
following steps:

Selection of machine type

Selection of machine number

e Selection of material handling
system

Selection of storage system
Selection of type and layout of
FMS

To make these selections, some kind of
decision making model is needed. Many
different FMS decision support system for
design process can be found in literature
[*°], but the output of these systems are not
specific type or structure of FMS.

In this research generally, database will be
created for the decision making. By
analysing a variety of existing flexible
manufacturing  systems  (built by
FASTEMS) and products they produce, we
can generate a database that will help to
make above mentioned selections.

This database contains information about

different system configurations and
product specifications. Therefore, it is
possible to make relations between

products and systems.

In configuration design task, the alternative
design solutions are concentrated into the
special database and the selection criteria
lead us to the possible, most suitable and
rational solutions.

5. RELATION PRINCIPLES

Relation principles between system and
product parameters are as following:
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e Machine working cube dimensions
depends on part dimensions and
fixture dimensions.

e Machine loading weight depends on
part weight, fixture weight and

pallet weight.

e Machine positioning  accuracy
depends on dimensional tolerances
of part.

e Machine spindle power and speed
depends on cutting parameters.

e Tool type depends on part and
operation type.

e Tool magazine capacity and type
depends on part material, tool life
and operation type.

e Number of controlled axes depends
on operation type, part type and

fixture type.
e Machine pallet changing system
depends on material handling

system type.

e Number of the machines in the
system largely depends on the
number of the parts that will be
produced per time unit.

e Material handling system depends
on part type, dimensions and

weight,  fixture type, pallet
changing system and storage
system.

e Storage system depends on type of
the material handling system,

number of part types, dimensions of
the parts, number of machine types;
size of the storage system must
ensure the unmanned production of
a given period.

e The layout and type of flexible
manufacturing system depends on
number of machines, type of
material handling system, type of
storage system.

These relation principles are used in the
framework of the database to analyse how
the product parameters affect the system
structure. This information is used for



selection process of most suitable and
rational structure of FMS.

6. CONCLUSION

Design principles and relation principles of
flexible  manufacturing  system  was
described to find most rational FMS
structure according to given product family
specification.

Further research work is related to the
creation of a database and analysis of
relation principles to develop a decision
model for design of flexible manufacturing
system.
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SELECTING KEY PERFORMANCE INDICATORS WITH SUPPORT
OF ENTERPRISE ANALYZE MODEL

Kaganski, S.; Paavel, M. & Lavin, J.

Abstract: Key performance indicators
(KPI) are instruments, which can help
companies to get necessary information
about enterprise’s conditions at current
moment and also provide management with
further plan of action. In addition,
continuous study of metrics supports
enterprises with regular development and
innovation aspects. However, the main
problem that acquires by dealing with
metrics is their amount. Number of
different indicators is so large, that the
possibility of putting them together in one
package, which would be used for specific
company, is low. The main objective of this
study is to analyze the influence of KPIs for
product life management (PLM) and
production monitoring systems (PMS) on
production efficiency and on profit of small
and medium enterprises (SME)[*]. One of
the subtasks is to create an analyze model
for enterprises that will help to understand,
what types of KPIs should be studied and
focused by management.

Key words: Key performance indicators
(KPI), weight factor analyze, PLM, PMS,
SME

1. INTRODUCTION

The objective of this paper is to give an
overview of enterprise analyze model
(EAM) and its’ main concepts and
thoughts. The general idea of development
the EAM is to simplify the choice of key
performance indicators (KPIs) for different
and specific small and medium size
enterprises (SMEs). The model would help
managers to make clear, what data should
be collected for further studying and what
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improvements should be done in the future.
During the enormous amount of KPIs (for
example, there are databases/libraries,
which include 17000 different metrics [?]),
it’s very difficult to choose, what kind of
indicators should be implemented for
different enterprises. Despite the fact, that
data collection and analyze is one of the
main activities of management, the
meaning of what to measure, should be the
main priority. Managers should know not
only what common problems, questions
and situations are appearing in SME
processes in different fields (not only
production, but also logistic, quality etc.),
but exactly the main problems in THEIR
enterprises.

Through the main KPI’s for the certain
company the manager can monitor the
production line or unit [*], analyze different
processes and techniques [*°] depending on
the availability and weight of the specified
KPI’s.

2. KEY PERFORMANCE
INDICATORS

2.1 Definition and meaning
Measurements are important; they are
showing for managers the problematic
points and are helping to solve different
issues for getting benefits. It is essential for
companies to determine the pertinent
indicators, how they relate to the
formulated goals and how they depend on
the performed activities [°]. Additionally,
indicators can provide managers with
action plan and exactly declare, what
should be done in the first place.



Company can be compared with living
form/organism. When we are talking about
health monitoring, then the pressure is
measured, also all the results from blood
test and other, that can show to the doctors
exactly, in what stage the patient is, are
analyzed. The same should be done in
every commercial organization.
Considering the thoughts written above,
KPIs are measurements that show the
health of company and of its business
development system. They combine
companies’ goals and strategies to its
incomes, outcomes and provide
management with information of common
condition: past, current, future ['].

2.2 The distribution of KPIs by types

To better understand, to simplifier
searching and to make right solutions, KPIs
need to be categorized or divided into
groups or types.

According to Corbin (2009) the type of key
performance indicator affects how the
measure is used. Additionally, the type of
performance measure determines its impact
on other performance measures [°].

From the chronological aspect, KPIs can be
divided into two types: leading indicators
and lagging indicators [].

Leading indicators are activity or task-
based metrics that are measured early and
can be influenced to affect future
outcomes. They are measured today to
determine if goals will be met tomorrow,
and they are measured early and often
enough to allow for changes that can
impact the predicted outcomes.

Lagging KPIs are historical measurements
that look back to determine if success was
achieved. Additionally they are affected by
another indicator. Financial measures are
lagging: they prove how well the firm has
performed. Agency Gross Income (AGI)
from new clients is a lagging indicator of
business development success ["#].
Vukomanovi¢, Radujkovi¢, Nahod (2010)
[°] have named the set of KPIs as Key
Performance Results (KPR) and have made
own classification:
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KPI-leading performance measures;

e KPO-lagging performance
measures,

e PerM-perceptive performance
measures.

PerMs are measures that report

stakeholders’ perception in projects and
can be lagging or leading. Usually they are
generated  through interviews and
questionnaires.

Furthermore they have found, that many
authors, who are trying to classify
indicators, are confused KPIs for KPOs
and only few of them, have acknowledged,
that there should be additional group PerM
(Vukomanovic, 2007) [*].

There is another  opportunity for
classification KPIs. They can be divided
into types/groups depending upon how
they should be used and what exactly
should they show [*]:
Strategic/Operational;

Longer term facilities (strategic)

versus shorter term  activity
(operational)

e Result/driver,;
Depending of the enterprise’s
implemented changes and
activities, metrics can show the
result of those actions. The
influence on understanding

performance is crucial.
Leading/Lagging (see above);
Qualitative/quantitative;

The satisfaction questionnaires of
customers or employees can be an
example of qualitative metrics.
During different surveys, the data
would be stored and analyzed.
Calculated values will show and
describe to managers exactly, what
situation is at this moment. In other
words, qualitative/quantitative
indicators are the real-time
measurements, which help to value
the situation at the certain period of
time. Quantitative KPIs can be used
for process optimization.
Additional examples of quantitative
metrics are: “Employee turnover”,



man-hour” or
12]

“Units  per
Maintenance backlog [
Effectiveness/efficiency;
In order to measure how much of
your  targets were  reached
effectiveness indicators can/should
be used. They compare actual to
expected values e.g. actual to
expected sales, saving on budget
etc. Efficiency indicators can
measure how "well" your resources
(people, machines, money) were
performed. [**].
The distribution should simplify the choice
of indicators. However, the groups, by
which indicators are divided, are wide
spreaded and include enormous amount of
different KPIs. The question: ,,Why this or
that metrics should be selected? “ is still
open.

3. ENTERPRISE ANALYSE MODEL
(EAM)

The enterprise analyze module is a
preparatory phase in KPI selection. It
should help to create necessary points for
further studying and should show to
managers and owners the weakest spots of
an enterprise. Concluding from the above
written thoughts, the main goals of EAM
are:

1) getting common
enterprise;

2) making clear weak spots;

3) letting know what data should be
collected and for what purpose (taking
into account weak points).

EAM is module that consists of enterprise

mapping and of questionnaire. When we

talk about enterprise map (EM) approach,
then it was created in 1998 by John Wu
and has been used to support different US
government  agencies and  private
industries. EM can be compared to
geographical map and gives information
about location, size, field of actions,
missions, visions and etc. of company [**

13]. Received from mapping, data could be

used in getting know what fields are

information about

important for company. In addition, with
this we can get general information of firm
and also make conclusions about
necessary actions and points, which should
be analyzed during the process. In figure 1
is presented map, which would be used
during research for getting data for
analyzing. It’s a template and during
research can be adapted to various SMEs
and additional fields can be added.

Enterprise map

Mission Vision

Automation and Machine Park

Enterprise location

Enterprise structure

Field of action

Customers

General Information
ahout enterprise

Fig 1. Enterprise map (adapted from [*°])

Questionnaire is one of the oldest and
mostly spread tools for data collection.
The advantages of this research instrument
are availability (cheap), quality and
standardized answers what makes it really
comfortable to use and do not need much
effort.  Opportunity to  choice s
guarantying to receive necessary data for
further research.

In this study, questions are constructed in
this way, that by responding on them, the
potential critical fields would be brought
out. In addition, to the each query would
be added weights to determine significance
of the issue. Every answer would have
own scale to judge the impact on selecting
KPIs. This would provide management
with information about state of company
on concrete moment and simplify the
choice of metrics.

Figure 2 shows the example of questions,
which would be used. The questions are
form HR block and KPI ,turnover rate” is
linked to them.



The high turnover rate is not only problem,
that companies in Europe and in other
countries should face. The Boston
Consulting Group in their research is
mentioning that in the nearest future,

companies will face five critical HR
challenges: managing talent, managing
demographics, becoming a learning

organization, managing work-life balance
and managing change and cultural
transformation [*°].

How manv employees (white-collar workers)
have left vour company during last vear?

a) 010 ]
b) 10-50 2)
©) 50-100 ()
d) =100 (@)

What is the average training time for new
emplovee (white-collar workers)?

a) =<1 week (1)
b) 1-2 weeks ()
¢} <1 month (3)
d) =1 month 4
1 2 3 4
1 1 2 3 4
2 2 4 6 8
3 3 6 g 12
4 4 8 12 | 16

Fig 2. Example of questions and matrix
According weights in right column the
matrix can be constructed. This way the
impact on indicator ,,turnover rate* can be
evaluated. Furthermore, the classification
of KPIs, which were suggested in previous
study [*], would be used for questions’
formation.

4. CASE STUDY

The EAM would be tested on real
enterprise and data would be collected for
further studying. On Figure 3 is illustrated
all process/model of selecting KPIs for
company. EAM is first phase and during it,
the KPI, according collected information,
should be selected.
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Enterprise analyze model
Enterprise mapping | Questionnaire

i 0 i

| Key performance indicators |
U
————————————— > Objectives ]
. . ,
[ —— > Fields of measuring e —— : PhaseII
Measuring i

i Manually
Data I Datall,.. Datan

1

1

1 Automatically
1

: Analyze + grouping

Vi

1

1

1

1

1

1

1

1

On-line data collecting : :
PMS+PLM i
: 1

1

1

1

1

1

Database

_______________________________

| Analyzing

Key performance indicators

[ Improvements ]

U

Testing I

Fig 3. KPI selecting model

The second phase is measurement. First of
all the fields of measuring should be
selected. Knowledge of critical points from
the first phase will reduce the searching
sphere and configured metrics will focus
attention of management on themselves.
There are two ways of collecting
information: the manually and
automatically.

However, there are 3 general issues that
appear during data collection: untimeliness,
inaccuracy and bias. Taking into account
that this raw information forms the basis
for production reports - and according to
them, decisions are made - any problems
with the primary data collection can start a
chain reaction, which will have crucial
impact on enterprise [*']. Taking into
account  disadvantages of manually
information gathering, the automation
should be first priority. During manual
collection, different questionnaires, surveys
will be filled: for example employees
before leaving could evaluate employer
and fill forms about pluses and minuses of
work place. After that data should be
sorted and transferred to main database. If
forms were on paper, then step by step all
should be migrated into electronic format.



In automatic data collection, support of
PMS and PLM would be used. During the
monitoring process, data in real time from
different machines would be received.
Wireless sensors will be preferred. PMS,
based on wireless sensor nodes, are
relatively inexpensive and it can be
installed on old and modern manufacturing
equipment [**]. Those sensors can
eliminate the cost of cables and simplify
the installation. Wireless monitoring is
used rarely in the shop floors [*9].

During PLM the data about products, pre-
production processes will be collected. It’s
a huge complex of IT tools and
applications, which support digital design
and manufacturing practices in several
ways [%].

In addition, all the information about
incoming materials, outgoing goods are
fixed by scanners (barcodes) and stored in
enterprise resource planning (ERP) system.
Modern ERP system, if it already has KPI
module, can provide management with
necessary data, otherwise, it could be
directly connected to the database.

Third phase is analyzing. In process of it,
KPI will get numerical values, which will
used by management for evaluating of
enterprises’ condition.

Improvements and testing should be done.
The process is cycle, so it should be
continuing even if goals were achieved.

5. FURTHER RESEARCH

The EAM would be used for collecting
data of real company. Taking into account,
that the amount of various companies
(different field of actions, different
structures and etc.), next points/steps
should be analyzed:

optimization of EAM (mapping +
questionnaire) for possibility of
using by various SMEs;
optimization and automation of
data collection (e-module via
Internet for surveys);

support of PMS and PLM for
additional data.
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6. CONCLUSION

Considering the productivity, HR and other
issues in SME, the measuring, process of
collecting data and comparing them with
previous (continuous improving), still
remains main priority and is real challenge
to the management. The EAM and
selecting KPIs process in total (figure 2
and 3), were described in this paper.

Further steps were defined for next
research.
Described methodology and

model/module, first of all, would be a good
assistance for managers to simplify and
automate metrics’ selection and secondly,
can be used for further studies in this field
(process and model development).

Testing and correcting of the model in
addition with data flow optimization, have
been foreseen as next tasks.
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BIONIC ASSEMBLY SYSTEM CLOUD: FUNCTIONS,
INFORMATION FLOW AND BEHAVIOR

Katalinic, B.; Kukushkin, I. & Haskovic, D.

Abstract: This paper is focused on further
implementation of cloud communication
into a control structure concept of Bionic
Assembly System (BAS). It presents
internal structure of cloud and the
information flow between the cloud and
active BAS shop floor elements.
Investigations are limited on normal
working mode. In the comparison to the
classical control structures this solution
promises improvement  of  system
performances and increase of system
robustness. Developed algorithm based on
the selection of the best operation for the
next assembly step allows real time
sequence planning considering system
states.

Key words: Bionic Assembly System;
Cloud Communication; scheduling control;
interface; Information Flow.

1. INTRODUCTION

Information Technology (IT) is one of the
fastest developing fields of technology. IT
concepts, solutions and philosophy are
disseminating in all fields of science,
technology and daily life [']. The result of
this dissemination is an improvement of all
affected fields and the development of a
new generation of products and systems.
All fields of automation are benefiting
from this progress. Cloud Computing is
one of emerging IT Concepts [?]. This
concept can be used for further
improvement of internal communication
within self-organizing systems.
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Intelligent Manufacturing Systems group
from Vienna University of Technology
makes continuous research and
development of a concept of self-
organizing system - BAS. The description
of BAS working scenarios and strategies is
shown in [*], possible reconfigurations
within the system in [*]. Current research
of IMS group focuses an implementation
of cloud communication to BAS control
structure [°], [°]. This paper highlights
following research results:

BAS cloud functions

Information exchange between a cloud
and BAS elements
Cloud Behavior
working scenario

in a BAS normal

2. BAS CLOUD FUNCTIONS

BAS Cloud is a part of BAS hybrid control
structure, as shown in Fig. 1. It is an
informational interface between
subordinating and self-organizing
subsystems. Cloud has the following
functions:

1) Connection of self-organizing and sub-
ordinating parts.

Exchange of information between a cloud
and subsystems goes through
communication channels. In this article
flow of information from shop-floor
scheduling control unit to the cloud is
defined as vertical upload and in the
opposite way vertical download. Flow of
information from self-organizing sub-
system components to the cloud is defined
as horizontal upload and in the opposite
way horizontal download.
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Fig. 1. Cloud-based Hybrid Control Structure of BAS

2) Internal horizontal communication
organization.

Cloud has a two way communication with
the shop floor elements: assembly stations,
operators and mobile robots (Fig. 1.).
Introduction of a cloud changes the
“everyone to everyone” communication to

a direct “element - cloud” interactions.

3) Memory storage.

Cloud is a passive storage element. It only
stores the data, which comes from other
active elements and doesn't react on system
changes. It contains technological, control
and system state data.
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2. BAS
SCENARIO

"NORMAL" WORKING

This paper is limited on investigation of
BAS normal working scenario. It means
execution of uninterrupted sequence of
assembly orders. System start-ups, shut-
downs and interruptions are not
considered.

A sequence of system orders is formed by
sub-ordinated subsystem according to the
logic of working cycles [°]. As a result of
this process queues of orders for mobile
robots, assembly stations, transport system
and operators come to the target state
module of the shop floor scheduling
control unit. An order for mobile robot is



called robot assembly order (RAO). Each
of these orders has a unique order ID,
which consists of two parts.

The first part indicates an order number
according to the logic of working cycles [°]
(I-th example of k-th Run of h-th product
type with j-th priority of i-th system order).
The second part contains timestamp
(YYMMDDHHMMSS).  Shop  Floor
Scheduling Control vertically uploads
robot assembly orders to a cloud according
to the first-in-first-out principle. For each
RAO data file is created, as shown in
Table. 1.

This file contains RAO ID and Product
Type.

According to this data, pallet type and
number of assembly steps for this product
are uploaded from the  Product
Technological Data File. After this, RAO
is ready to be processed.

Robot Assembly Order Data

Timestamp Data Value

YYMMDDHHMMSS|AO ID Ikhji-YYMMDDHHMMSS

YYMMDDHHMMSS |Product Type |Catalog humber

YYMMDDHHMMSS |Pallet Type Catalog number

Number of
assembly
steps(NAS)

According to

YYMMDDHHMMSS technological data

YYMMDDHHMMSS|Robot ID Catalog number

YYMMDDHHMMSS |Pallet ID Catalog number (Type-ID)

Pallet Quality

YYMMDDHHMMSS | State Positive / Negative

Product
Quality State

YYMMDDHHMMSS Positive / Negative

Assembly sequence

Station
ID

Step

Timestamp (1...NAS) Operation|Status

Waiting /
In
Transport
- Comes
from a
robot

YYMMDDHHMMSS ASID| OPID

Completed
/In
Process /
Failed /
Repair -
Comes
from
assembly
station

YYMMDDHHMMSS ASID| OPID

YYMMDDHHMMSS

YYMMDDHHMMSS| NAS ASID| OPID

Table. 1. Cloud-stored Robot Assembly
Order Data File
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Mobile robots are located in pool of robots.
There are three possible robot states:

Switched-off - robot is not participating
in assembly operations before it is
switched on by shop floor scheduling
control unit.

Stand-by - robot is participating in
assembly operations, but has no active
RAO.

Active - robot has active RAO.

A number of stand-by robots in a system
are regulated by shop floor scheduling
control unit.

A robot working algorithm is shown in Fig.
3. It consists of 5 sections. These sections
describe following functions of mobile
robot:

Search of RAO

Reservation and preparation of RAO
Assembly sequence loop

"Best operation” search loop
Post-assembly actions

SAEIE S

Section 1. All Stand-by robots check if
there are any available orders on the cloud.
If there is an order waiting, it proceeds to
section 2. If not, it repeats the procedure.

Section 2. When an order is found, robot
reserves it by horizontally uploading its
own ID number into the cloud. This data
comes to Robot ID field of the RAO data
file (Table 1).

From this file robot downloads the required
pallet type and number of assembly steps.
After that it goes to the pool of pallets and
gets a pallet of the specified type. Each
pallet has an information tag, containing ID
and quality state of Pallet. When the palette
is loaded on the robot, the tag gets scanned.
Robot gets Pallet ID and quality state
information from this tag and uploads it to
the cloud. This data comes to Pallet ID and
Pallet Quality State fields of the RAO data
file (Fig. 2). After this section the robot is
ready to start the assembly sequence
according to the AO data.
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Fig. 2. Mobile robot working algorithm
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Section 3. To assemble one product robot
has to make a number of assembly
operations. Some of these operations
depend on an assembly state of the
product, some could be done only in strict
order. This number of assembly operations
is called assembly sequence. To complete
an assembly sequence, robot has to make a
fixed number of assembly steps (NAS),
one operation per step. NAS is stored in
RAO Data File in the cloud. Efficiency of
assembly system depends directly on
ability to choose an assembly sequence
based on the best operation for the next
assembly step. A process of the search of
assembly operation is described in Section
4. When assembly station for the next
assembly step is chosen, robot horizontally
uploads station and operation ID to the
corresponding assembly step field in RAO
Data File. During an assembly sequence
the RAO could have six states:

1. In Transport - when assembly pallet is
transported by robot to a chosen
assembly station.

. Waiting - robot waits an assembly
operation in a queue in front of chosen
assembly station.

In Process - Assembly pallet is on a
station for an assembly operation
Completed Assembly  operation
succesfully completed, quality states of
product and pallet are positive

Failed - Assembly operation is not
succesfully completed or quality states
of product / pallet is negative. Robot has
to drive this pallet to a repair station.
Repair - Pallet is on a pallet station,
waiting for an operator.

The last operation of an assembly sequence
is packaging. Robot drives to a packing
station and leaves a product on it. When
assembly sequence is completed, robot
starts post-assembly actions (Section 5).

Section 4. For each assembly step robot
has to find the best station from available
ones.
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Availability of an assembly operation
depends on two factors: physical presence
of the station for this operation and
technological possibility to make this
operation on this stage of assembly. A
number  of  previously  completed
operations, required for the processing of
the next one are called preconditions set.
This set is available for each operation and
stored in technological data file of each
product.

For each of assembly operations robot
checks its availability by comparing
preconditions set with an own list of
completed operations. If all preconditions
are satisfied and this operation was not
completed yet, robot requires station
numbers and operation times suitable for
this assembly operation. A process of the
best station search is based on the smallest
time resistance criteria. That means that
from all suitable stations robot would
choose the one with the smallest assembly
time (Tas). This time sums from the
transport time, waiting time and operation
time.

Before the "Best operation” search loop
Tasmin is set to infinity. On each iteration
of a loop, if operation time of a chosen
station is smaller than Tasmin, the current
value of Tasmin would be replaced with
Tas. After the loop robot gets a number of
the required station.

Section 5. Robot gets an empty pallet from
the packing station and checks if there is
any available order for this pallet type on a
cloud. If yes, robot reserves it by
horizontally uploading its own ID number
to the cloud. Then it horizontally uploads
Pallet ID and Pallet Quality State fields of
the RAO data file.

If there are no available orders for this
pallet, robot brings the pallet back to the
pool of pallets. After that it gets a new state
from the shop floor scheduling control unit.
If it stays Standby, it goes to Section 1. If it



gets Switched-off state, it drives to the pool
of robots and shuts-down automatically.

CONCLUSION

Introduction of cloud communication
opens new possibilities for further
improvement of internal communication
within self-organizing systems.
Implementation of cloud communication
into the control structure of Bionic
Assembly System (BAS) concept brings a
number of advantages. In the comparison
to the classical control structures this
solution promises improvement of system
performances and increase of system
robustness.

Introduction of a cloud helps to organize
horizontal communication on BAS Shop-
Floor in a direct and simple way. It
changes the “everyone to everyone”
communication to a direct “element -
cloud” interactions.

Developed algorithm based on the
selection of the best operation for the next
assembly step allows real time sequence
planning considering system states.
Research is limited to a normal working
mode of assembly. Future research will
cover communication of other elements of
self-organizing sub-system, as well as
analysis of cloud behaviour in system start-
ups, shut-downs and working scenarios
including interruptions.

ACKNOWLEDGMENTS

This article was supported by Erasmus
Mundus Multic Programme of European
Union

AUTHORS’ ADDITIONAL DATA

All Authors are coming from: Vienna
University of Technology, IFT-IMS
Group, Karlsplatz 13/311, 1040 Wien,
Austria, Europe.

Professor Dr. sc. Dr. mult. h.c. Bra nko
Katalinic, President  of DAAAM
International, president@daaam.com,
branko.katalinic@tuwien.ac.at

108

Dipl.-Ing. llya Kukushkin, PhD Student,
Senior Assistant of DAAAM International,
kukushkin@ift.at

Mag. ing. mech. Damir Haskovic, PhD
Student, General Secretary of DAAAM
International, damir.haskovic@ift.at

REFERENCES

1. Davenport, T H. Process innovation:
reengineering work through information
technology. Harvard Business Press, 2013
2. Blau, I, Avner C. “What type of
collaboration helps? Psychological
ownership, perceived learning and outcome
quality of collaboration using Google
Docs” In Proceedings of the Chais
conference on instructional technologies
research, pp. 48-55. 20009.

3. B. Katalinic, V.E. Pryanichnikov, K.
Ueda, I. Kukushkin, P. Cesarec, R. Kettler,
"Bionic assembly system: hybrid control

structure, working scenario and
scheduling,” in Proceedings of 9th National
Congress on Theoretical & Applied

Mechanics, Brussels: 2012, pp. 111-118.

4. Kukushkin , I. K. , Katalinic , B. ,
Cesarec , P. and Kettler , R. (2011)
Reconfiguration in self-organizing
systems. Annals of DAAAM for 2011 &
Proceedings of the 22nd International

DAAAM Symposium "Intelligent
Manufacturing & Automation: Power of
Knowledge and Creativity”, Editor

B.ranko. Katalinic, ISSN 1726-9679, ISBN
978-3-901509-83-4, pp 641-642, Vienna,

Austria, Published by DAAAM
International, Vienna, 2011
5. Katalinic, B., Kukushkin, I,

Pryanichnikov, V., & Haskovic, D. (2014).
Cloud Communication Concept for Bionic
Assembly System, Procedia Engineering,
Volume 69, 2014, Pages 1562-1568, ISSN
1877-7058,
doi:10.1016/j.proeng.2014.03.156

6. Katalinic, B., Pryanichnikov, V., Ueda,
K., Torims, T., Kukushkin, I., Cesarec, P.,
Kettler, R. (2013) Control Structure and
Scheduling of a Hybrid Assembly System.
Estonian Journal of Engineering, 2013,
Vol.19, Iss.1, pp.18-29. ISSN 1736-7522.
doi:10.3176/eng.2013.1.03



9th International DAAAM Baltic Conference

"INDUSTRIAL ENGINEERING -
24-26 April 2014, Tallinn, Estonia

DESIGN OF INTERNALLY COOLED TOOLS FOR DRY CUTTING

Kromanis, A.; Pikurs, G., Muiznieks, G., Kravalis, K. & Gutakovskis, V.

Abstract: In modern manufacturing more
and more metal cutting is performed using
so called dry cutting technique (no
coolant). The process is used where cutting
with coolant is not desired. Said dry
cutting due to the non-use of coolants is
also environmental friendly, which is
important  feature in today green
manufacturing agenda. The paper gives an
overview on the state-of-art internally
cooled cutting tools. It also represents
possible new designs of internally cooled
tools for turning concentrating on today’s
manufacturing needs. Novel solutions and
concepts are introduced. Proposed
concepts will give the guidelines for further
research and development to be carried on.
Key words: internal, cooling, tool, turning.

1. INTRODUCTION

During the cutting, due to the friction and
chip deformation, high cutting
temperatures occur and a tool and a
workpiece are subjected to increased
thermal load causing significant tool wear.
It causes a wear and thermal damage of the
cutting tool, shortening tool life and
consequently, resulting in poor surface
roughness and dimensional tolerance. To
reduce the cutting temperature, cutting
fluid is traditionally used to remove the
heat generated, decrease cutting force, and
improve tool life.

Cutting fluid is also used to reduce a
formation of a built-up edge and increase
the removal of chips from a cutting area.
However, the use of cutting fluid has its
disadvantages.  Depending on  the
workpiece, the production process, and the
production location, the costs related to the
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use of cooling lubricants range from 7% to
17% of total costs of the manufactured
workpiece [*]. Additionally, many cooling
fluids contain harmful or damaging
chemicals causing environment pollution
and operator’s health hazards, so strict
environmental  policies and  health
regulations have been introduced in
connection with the increasing awareness
of the environment and human health [*].
To cope with said hazards it is necessary to
operate in dry cutting mode, where no
cutting fluid is used. Therefore components
and/or products can be manufactured both
ecologically and economically. Dry cutting
could be solution if other obstacles would
not arise. In dry cutting in result of no
cutting fluid more friction and adhesion
between the tool and workpiece will occur.
“Recently many research attempts has been
initiated to investigate the possibility of
avoiding the use of cutting fluid, such as,
using new tool materials and geometries,
adding a heat pipe to the cutting tool,
coating with solid lubricant, and applying
internal cooling, etc.” [*].

The most promising solution for dry
cutting seems to be the use of internal
cooling. Many researchers concentrate
their research in this field, but still there is
no concrete solution which could be
brought into industry.

This paper analyses internal cooling
techniques and introduces novel solutions
or concepts, on which research could be
carried on.

2. PRIOR ART

In industry cooling of cutting tools as well
as cutting area is provided still in a



conventional way - cutting fluid is fed into
a cutting area directly. In said cutting area
part of a cutting fluid evaporates and rest
of cutting fluid mixes with chips. After
certain time cutting fluid wears out and it
cannot be used anymore.

First designs of internally cooled tools
proposed the following solution: a cavity in
tool holder was made; over said cavity a
cutting insert was placed; cutting fluid was
introduced through channel in tool holder;
said cutting fluid flow to said cavity under
the cutting insert; heat from cutting insert
was transferred to said cutting fluid which
in turn was pushed away from said cavity
via outlet channel made into a holder. This
is typical scheme of internally cooled tool
in turning. Fig. 1 illustrates said typlcal
scheme of internal cooling system [*].

fluid outlet
-

clamp —-@
b

cutting tool —,

" board
COOoper Doar
- 0P

'l :, chamber 1
L L

- ji fluidinlet |

Toolholder

Condenser

Fig. 1. Typical scheme of coollng system
(a) and internally cooled tool (b) [*].

Another approach introduces s cutting tool
having a cutting element such as an insert
is cooled indirectly by a micro-channel
heat exchanger that is mounted against the
rear face of the insert (see Fig. 2). The heat
exchanger is formed with an internal cavity
that receives a coolant such as a cryogen
[°]. Said cavity may include fins to enhance
the removal of heat by the cryogen from
the insert. Coolant inlet and outlet tubes are
coupled to the interior of the heat
exchanger to supply cryogen to the cavity.
The flow rate of cryogen required to cool
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the insert during a given machining
operation is less than 1% of the amount of
standard coolant required to cool the same
insert during the same machining operation

[l

Fig. 2. Cutting tool having indirect cooling

[].

Lagerberg [°] proposes a cutting insert
having a cutting edge for chip removing
machining (see Fig. 3). The cutting insert
comprises a supporting body comprising a
porous material forming a micro-porous
structure throughout the supporting body to
conduct a flow of cooling medium. The
supporting body having an outer periphery
including an upper surface and a side face,
the supporting body being enveloped by a
shell substantially impermeable to cooling
medium. The shell includes a wear body
disposed on the upper surface of the
supporting body and forming the cutting
edge. The shell has at least two openings
exposing the supporting body, a first of the
openings disposed remotely from the
cutting edge and serving as an entrance for
cooling medium, and a second of the
openings disposed at an upper end of the
side face beneath the cutting edge and
serving as an exit for cooling medium to
cool the cutting edge. The outer periphery
of the supporting body defining an inner
volume, wherein the  micro-porous
structure occupying the entire inner volume
[°]. Said solution partly represents a
concept of internal cooling, because cutting
fluid escapes through porous structure of
cutting insert into environment. Said
solution does not provide complete internal



cooling and cannot be considered to
comply with environmental policies and
health regulations. It can be considered that
such tools cannot be classified as internally
cooled tools.

Fig. 3. Cutting holder with cutting insert
having internal cooling [°].

Internally cooling tools also gives such an
option as monitoring a temperature in
cutting area. Bahram Keramati ['] proposes
a cutting tool having on-line monitoring
system measuring the heat generation rate
at the cutting edge and relating this to the
condition of the cutting edge. A flow of
fluid coolant contacts the back surface of
the cutting tool and the coolant temperature
rise is measured during the machining
process. The temperature difference and its
rate of rise or fall is a direct indication of
the heat generation rate and is related to
tool conditions such as excessive and rapid
wear and breakage (see Fig. 4).

Fig. 4. a) a side view of a tool holder; b) a
plan view of the coolant channel machined
into the cutting tool seat; c) a partial side
view of the tool holder and insert [']

Enders [®] suggests a design of cutting tool
insert that includes: a body defining a rake
face, a flank face, and a cutting edge at an
intersection of the rake and flank faces; and
a cooling micro duct within the body (see
Fig. 5). A portion of the micro duct extends
along the cutting edge not more than 0.5
millimeter from the rake face, and not
more than 0.5 millimeter from the flank
face. The micro duct has a cross-sectional
area of not more than 1.0 square
millimeter. The micro duct is adapted to
permit the flow of a coolant there through
to transfer heat away from the cutting edge
and extend the useful life of the insert.
Secondary conduits having cross-sectional
area no larger than 0.004 square millimeter
may communicate between the micro duct
and the rake and/or flank face to exhaust
coolant behind the cutting edge and further
enhance cooling.

Fig. 5. Cutting tool insert having mternal
microduct for coolant being assembled [?].

Samir [] describes an arrangement
whereby fluid dynamics is used to provide
a cooling effect to a cutting tool while in
use. A cooling element comprising a long,
restricted channel arranged on a support
plate in a tightly spaced continuous pattern
and having an inlet for any desired cooling
fluid and an outlet (see Fig. 6). Cooling
fluids can be contained within the system
for indefinite reuse or can be cycled
through (i.e. air or water). Samir [°]



suggests that preferred cooling fluids could
be tap water or ambient air.

Fig. 6. Cutting tool comprising long,
restricted channel [°].
Another solution proposes internally

cooled cutting tool which has a “bottle-
cup” insert and chamfered adaptor plate as
shown in Fig. 7. “When the insert and
adaptor come together, a cooling tube with
triangular section will be formed for the
cooling liquid to flow through. Their
research concluded that under the same
thermal boundary conditions, the simulated
cutting tip temperatures of internally
cooled tools are much lower that non-
cooled cutting tool. It was also concluded
that the diameter of the cooling tube has
the most significant impact on the tool
cooling efficiency” [*].

Fig. 7. Structure of insert with internal

cooling ['].

In every research of internally cooled tools
it was concluded that in real cutting
internally cooled tools will considerably
decrease the cutting temperature and thus
improve the cutting process as well as tool
life.
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3. NEW DESIGN OF INTERNALLY
COOLED TOOL

Given publications define prior art or
known technical level and give a proof that
tools with internal cooling can provide
advantages over conventional tools,
allowing to operate new tools in dry cutting
without decreasing its performance.

After extensive research of known internal

cooling techniques or concepts, we
concluded that the field is still in
conceptual level. One of the main

drawbacks of internally cooled tools with
closed circuit flow is its complicated
manufacturing.  Present  designs  of
internally cooled tools have complicated
channel systems as well as complicated
insert shapes. Another reason for slow
acceptance of internally cooled tools is
non-existence of strict rules according to
use of cutting fluids or coolants. It all can
change if governments will impose
stronger restrictions on use of cutting
fluids. Such restrictions can come into the
force if governments will tend to support
green manufacturing incentives.

After research of prior art we propose our
conceptual design our internally cooled
tool for turning in dry cutting. In Fig. 8 is
shown one of the conceptual designs of the
internally cooled tool. The tool has a two
part tool holder. The tool holder itself has
many possibilities for improvement. Some
search could be done in developing a tool
holder made of different grades of material.
Such a combination of materials could
serve as a heat-sink. The tool holder itself
can comprise different sensing devices
such as thermo-couple, force sensors etc. to
control the cutting process. Implementing
said sensing devices into the internally
cooled tool upgrades the tool to the level of
smart tool. A smart tool can be used for
developing adaptive control of machining
process improving its productivity.

It was concluded that basically there can be
indicated two possible design solutions for
internal cooling of a tool. The first
approach includes cooling fluid channels



that are built into the insert itself. In given
solution the insert comprises multiple
channels or passages forming a heat sink.
The channels should be configured to
provide effective transportation of heat
away from cutting area. In given approach
a compromise should be achieved between
two important factors: structural integrity
of the insert (tool) vs. cooling performance
of the insert (tool).

The second solution includes cooling fluid
channels that are built in a tool holder (see
Fig 8 and 9). Only tool holder is modified
leaving standard insert. Said tool has a
good integrity but in some conditions could
not be able to provide enough cooling
performance, because cooling channels are
further away from cutting area than cooling
channels formed into the insert. The
cooling performance can be improved by
developing the channel of cooling fluid as
well as increasing flow parameters of the
cooling fluid (mainly pressure).

Fig. 8. Internally cooled tool with cooling
channels built into the tool holder.

As mentioned above, one of the main
problems for internally cooled tools are
their  restriction by technology or
manufacturing capabilities. Usually
internally cooled tools include relatively
small fluid passages or channels which are
complicated to manufacture, especially is
standard manufacturing methods are used.

One of the solutions to ease a
manufacturing of the tool is to produce a
holder of the cutting tool basically in two
pieces (see Fig. 9). Each piece or part
comprises half of the cooling channel.
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When two parts are put together they form
solid tool holder. The tool holder is formed
as standard tool holder allowing to use it in
lathes without modification or minor
modification of tool holding system (see
Fig. 10).

Fig. 9. Tool holder of internally cooled tool
in exploded view.

Fig. 10. Installation of internally cooled
tool in a lathe.

We predict that in the future one of the
most promising solution for manufacturing
of internally cooled tools, especially
inserts, with any possible design will be a
3D printing technology, for example a
selective laser sintering (SLS). 3D printing
is new and fast growing additive
manufacturing technique. This technique
gives a possibility to produce a tool in any
possible form and configuration without
any design restrictions. Tool and insert can
be made in any form intended by designer.
Additionally, 3D printing can be
successfully used to bring newly designed
tools to market in significantly faster pace.
It means that further search should be done



in close cooperation with 3D printing
industry.

It should be kept in mind that the new
designs of cutting tool inserts and holders
will need to have its own standard. The
new standard will provide easier
introduction of internally cooled tools in
industry.

4. CONCLUSIONS AND FURTHER
RESEARCH

Prior art illustrates certain trends in design
of internally cooled tools. Majority of
designs are still in conceptual level.
Authors do not give certain reasons why
internally cooled tools are not so widely
used in industry. After extensive analysis
we can conclude that probable reason of
tools not being popular in industry is its
complicated manufacturing.

Use of 3D printing techniques can
significantly improve a product life cycle -
from research to  application in
manufacturing. 3D printing could be one of
the solutions to manufacture of tools in
economically feasible manner.

Idea of using internally cooled tools is
relatively new and said tools are not used
in everyday life of manufacturing. We can
predict that after implementation of tighter
rules on the use of cutting fluids,
researches of internally cooled tools could
find its way into industry.
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PERFORMANCE MEASUREMENT IN NETWORK INDUSTRIES:
EXAMPLE OF POWER DISTRIBUTION AND ROAD NETWORKS

Kuhi, K.; Korbe Kaare, K. & Koppel, O.

Abstract: The performance of network
industries has a great effect on the
wellbeing of the society. Planning of such
networks balances different social goals,
industry trends and investment capabilities.
This paper explores the possibility of
developing an overall performance index
to assess the performance of network
industries as a whole in the example of
power distribution and road networks. In
this paper, performance is seen as a
broader concept than the traditional
quality of supply or quality of service,
embracing the requirements of consumers
in relation to the service provided by
network authorities. The proposed overall
index concept would be an additional
regulatory tool to evaluate wider view of
performance, to comply with consumers’
requirements.

Key words: network industries, road
network, power distribution network,
performance indicators, system
architecture.

1. INTRODUCTION

Network industries can be defined as
entities where the institution or its product
consists of many interconnected nodes and
where the connections among the nodes
define the character of commerce in the
industry [']. A node in this context can be
an institution, a unit of an institution or its
product.

Examples of network industries are power
supply, telecommunications and inland
roads. Majority of the services provided by
network industries are services of general
interest. Network industries providing
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these services have a significant impact on
competitiveness as they account for a large
part of every country’s gross domestic
product (GDP). The products and services
they offer represent a sizeable input for
their economy and have an impact on
economic development. [%].

Governments have stressed that evaluating
network industries providing services of
general interest is necessary due to the fact
that these sectors are undergoing important
structural reforms because of regulatory,
technological, social and economic
changes.

Therefore, it is necessary to evaluate and
measure the performance of these sectors,
to ensure that the current structural changes
do not prevent those social and public
policy objectives being attained [*].

There is currently considerable interest in
performance measurement. The topic of
performance measurement has generated
much coverage over two decades in many
disciplines within the private and public
sectors [°].

The main objective of this research is to:
explore the possibility of developing a
general performance index (GPI) to
evaluate the performance of network
industries covering power distribution and
road networks;

propose high-level conceptual
Information and Communication
Technology (ICT) architecture reference
model to allow timely data collection,
prediction and analysis to support GPI
calculation across network industries.

In order to limit the number of parameters
affecting performance, and maintain
conciseness, cognition and clarity, it is



important to find new ways to combine
parameters systematically into GPI-s.
Latest developments in ICT sector, such as
Big Data and analytics in conjunction with
novel user interaction design patterns, pave
the way to measure all important
performance parameters, create radically
better understanding of the problem
domain, and translate that knowledge into
management decisions.

2. PERFORMANCE MEASUREMENT
FUNDAMENTALS

2.1. Definition

Performance measurement is the use of
statistical evidence to determine progress
toward specific defined social or
organizational objectives (see Fig. 1).

Performance management

Data analysis
de PeMS i | )
Data collection (Pcri‘ormancc )| KPI calculation
(measurement) B
: T measurement system) T -
Evaluation
| Standards and | Prediction | Professional
guidelines models development

Fig. 1. Performance measurement system

[*7]

The National Performance Review of the
U.S. Federal Highway Administration
provides a complimentary definition of
performance  measurement  that s
applicable in the context of network
industries:  “A process of assessing
progress toward achieving predetermined
goals, including information on the
efficiency with which resources are
transformed into goods and services
(outputs), the quality of those outputs (how
well they are delivered to clients and the
extent to which clients are satisfied) and
outcomes (the results of a program activity
compared to its intended purpose), and the
effectiveness of government operations in
terms of their specific contributions to
program objectives.” [°].
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Every performance measurement system
(PeMS) requires developing and reviewing
at a number of different levels as the
situation changes. The PeMS should
include an effective mechanism for
reviewing and revising targets and
standards and should be used to challenge
the strategic assumptions ['].

2.2. Performance indices

The performance index is a management
tool that allows multiple sets of
information to be compiled into an overall
measure [°]. Chapter 2.3.contains examples
of indexes used to evaluate performance of
power distribution and road networks.

The “real time” data collection gives new
possibilities for performance monitoring
and management since the services in road
or power distribution industries are
"consumed" at the same time they are
“produced” [%].

Performance indices provide information
to stakeholders about how well that bundle
of services is being provided. Performance
indices should also reflect the satisfaction
of the users, in addition to those concerns
of the system owner or operator [*7].

The procedure of combining data into
indices is  necessary to  present
simultaneous information from several
related areas and data sources. This process
provides a statistical measure that describes
the change of performance over time.

GPI ]

CPlI-s f: T_ \,_7_ j

KPls | 1 2 3
Performance | el 3 . 4 . 5 . 6

indicators

Fig. 2. Conceptual model for performance
indices in network industries [*** ]

Fig. 2 proposes a generic conceptual model
for performance indices. It can be exploited
in  network industries to evaluate
performance of different network locations,



elements, and their performance trends
over time.

A performance indicator (PI) defines the
measurement of a piece of useful
information about the performance of a
program or a work expressed as a
percentage, index, rate or other comparison
which is monitored at regular intervals and
is compared at least to one criterion. The
use of PI-s goes beyond simply evaluating
the degree to which goals and objectives
have been achieved [**?].

2.3. Examples

In road industry, Pl-s is defined for
different types of pavements and highway
categories. In the first level several single
Pl-s describing the characteristic of the
road pavement condition are assessed [*].
The next step is the grouping of single PI-s
into key performance indicators (KPI-s)
and finally into representative combined
performance indices (CPI-s) as:

» functional performance indices
(demands made on road pavements by road
users);

e structural performance indices
(structural demands to be met by the road
pavement);

« environmental performance indices
(demands made on road pavements from
an environmental perspective).

General Performance Index

Safety Comfort Structural Environmental
Index Index Index Index
Friction +
£ Nowse
Cracking =
v Bearing Alr
surface L - Capacity Pollut
Ntll..-tu Even {Rutting apacity ollution
defects

THESS Texture

Technical Parameters

Fig. 3. Performance indices in road
industry as proposed by COST354 and
EVITA[" 1

Finally, based on the CPI-s a GPI (see Fig.
2 and Fig. 3) is defined for describing the
overall condition of the road pavements,

which can be used for general optimization
procedures [*].

Attempts had been made [
create overall quality of supply and
reliability indexes for power distribution
network performance evaluation. However,
the index systems are not yet as
comprehensive as for road networks. This
remains as a topic for further research.
Emerging Smart Grid developments are
putting more emphasizes to understand the
performance of the power network not only
from power quality and grid reliability
aspects, but also as a whole.

A lot of effort has been put into voltage
quality research. Several indices have been
taken by standardization bodies to
implement [* ?® #]. The commercial
quality, quality of service, safety of
operations, socio-environmental impacts of
power distribution network operations has
not been investigated thoroughly.

15, 16, 17, 18] to
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Fig. 4. Performance indices in power
distribution industry [*> ** %]

Fig. 4 attempts to combine different
sources [*> * %%] of information into single
GPlI that can be visualized and
hierarchically combined for substations
(areas), feeder lines, phases and metering
points in distribution network.

3. SYSTEM ARCHITECTURE

3.1. Data context

The process of unlocking additional value
from the existing data and combining it
with new data sources (e.g. sensors, Smart
Meters, Internet of Things) will have a



transformative impact on the management
of network industries. More effective and
therefore lower cost data communication,
storage, and presentation that have better
data processing mechanisms will allow the
handling of the data with higher velocity,
variety and volume in near future.

The proposed system architecture reference
model is developed to provide high-level
view of the functional components in the
platform allowing processing of the
technical parameters and to combine them

into  understandable  indexes  also
visualizing them for the end-user.

By dividing layers of responsibilities
between different functional components
of the platform, we can get a clear view of
the roles and responsibilities and lay the
foundation for a common understanding.
The diagram on Fig. 5 shows the high-level
overview of the system and specific
functional layers of the platform. The
reference model is based on the work done
by Tallinn University of Technology [‘]
and TM Forum [#].
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Fig. 5. Network industries Performance Evaluation System architecture reference model

3.2. Reference model layers

The purpose of the reference model is to
provide high-level view of the functional
components in the Performance Evaluation

System.
All layers have clear responsibility
borderline. Only a subset of the

functionality may be needed to satisfy the
requirements of a particular performance
evaluation scenario.

Data communication layer is responsible
for transporting the data from data sources
into the processing platform. The amount

and creation speed of data will play the key
role in choosing the communication
technology.

Data ingestion layer is responsible for
integrating various data sources and
importing the technical parameters into the
platform. The main importance of this
layer is to handle the volume, velocity and
variety of the data coming into the
platform. Modules of this layer must be
capable of scaling out in order to
accommodate the data input bandwidth and
speed.
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When data is missing, prediction
algorithms can be applied to estimate the
missing values [**]. Validation of values is
also done in data processing layer. The
other responsibility of this layer is to
ensure data quality

Data management layer accommodates
processes to perform format transformation
towards uniform domain data model,
correlation  of  events,  enrichment
manipulation. Batch queries over the large
historical dataset using the Map-Reduce
algorithm is to provide the functionality to
implement scenarios that do not require
real-time processing.

Complex Event Processing (CEP) layer in
another hand controls the processing of
streaming data, and the calculation of
indices in on-going basis.

In the context of big data, both of the
abovementioned layers can be
implemented by massively parallel-enabled
data processors.

Data aggregation layer carries the
responsibility of combining the results of
CEP and queries into Pl-s and combined
indexes.

The visualization layer is often forgotten
but it is the key to make the collected data
easily understandable and meaningful to
the end-users.

Common functions, Geographical
Information System (GIS) and data
Repository are required functions to
implement each of the layers.

4. CONCLUSION

Constant  performance evaluation of

network industries enables more effective
and efficient lifecycle management. For
that purpose in mind, a lot of research and
standardization efforts have been made.
Road networks have comprehensive
indices  systems  available.  Power
distribution systems indices focus today
more on the voltage quality side and do not
provide real end-to-end support for
decision-makers.

119

Unifying and combining the different
aspects of different indices into common
network industries’ performance index
remains as further research.

However, performance of both of the
industries can be analysed and visualized
using the existing evaluation concepts with
the ICT systems built based on the
proposed performance evaluation reference
architecture.

Emerging Smart Grid networks combine
communication and power networks, Smart
Road systems require the existence of
nearby power distribution networks, real-
estate development includes new roads,
power and communication networks etc.
The same  performance evaluation
conceptual model as a system covering
network industries as whole should be used
to understand the performance of Smart
Infrastructure.
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OVERVIEW ABOUT PERSON MONITORING POSSIBILITIES IN
WORKPLACE PERFORMANCE EVALUATION

Korgesaar, K.; Eiskop, T. & Snatkin, A.

Abstract: Effectiveness on the shop floor
level is becoming more crucial and
activities carried out in the workplace have
a significant affect on the company’s final
output- the products- and time spent on
manufacturing. The main objective of this
paper is to give an overview about the
essence of a workplace in a manufacturing
enterprise.  Different systems of a
workplace are introduced and performance
measuring  aspects  appropriate  for
evaluating a workplace efficiency are
defined.

The contribution of a human part in a
workplace effectiveness is stressed. As a

result, an overview about labour
performance measurement solutions is
provided.

Key words: workplace, performance
evaluation, labour tracking, motion
tracking.

1. INTRODUCTION

Constant demand for higher quality, lower
production costs, accurate on- time supply-
chain these are the tendency’s
manufacturing enterprises have to face on
daily basis. Advanced CAD/CAE/CAM
from the one side and ERP/PLM from the
other side are becoming increasingly used
in companies. Computer-based methods
are used to support engineering decision
making processes, but in spite of that they
allow the integrated use of information
about different aspects, like geometry and
design of the product, manufacturing
processes and tools, available resources,
pricing, supplier data etc [*?].
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For increasing the company
competitiveness and moving along with the
technological progress, it is necessary for
the company to establish a systems for
assessing performance on most of the
levels inside the organization: production
and monitoring systems and workplace
levels [%*4].

In this paper, the first part is focused on
describing various workplace systems and
performance measurement methods. In the
second part, overview about the
possibilities of labour measurement and
evaluation methods, regarding operator
tracking and motion tracking, is given.
Proposals are made for labour tracking and
motion tracking experiment framework.

2. ESSENCE OF A WORKPLACE

In terms of product complexity, production
process characteristics and production
batch size, three main workplace systems
can be outlined (see Fig 1): human-
instrument system, human-machine system
(what additionally allocates into two
separate subsystems) and robot-machine
system.

As there are numerous ways to construct
workplace allocations in order to systemize

analyse  models  for  performance
measurement, given example is one of the
author’s  subjective  opinion  about

workplace systems.
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Fig. 1. Workplace systems.
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2.1 Workplace systems

The human-instrument system is the

closest to crafts production and the
importance  of human  skills and
knowledge’s outweigh the instruments

technological capability. Today human-
instrument system is widespread in mass
production, for example among assembly
lines and in production systems, where a
workplace consist of workstation and
operator, who performs a specific and
recurrent task. The equipment used by a
human operator can vary from simple hand
tools like screwdriver, hammer, to more
complex instruments like soldering
instruments. A workplace, where large
scale construction is assembled can also be
considered as man-instrument system.
When  characterizing  human-machine
workplace system, an additional allocation
to human-machining system and human-
robot system has to be made. Human-
machine system consist from sophisticated
machine tool and an operator, or from a
robot and an operator whose integration
enables to produce complex and difficult
shape materials [°].

Robot-machine tool system can be
considered as subset of highly automated
flexible manufacturing system or flexible
manufacturing cell, where a system
controlled by the computer, consists on
different machine tools [].

Being able to distinguish workplace
systems and specifications concerning
manufacturing features on the workplace,
performance analyse models can be
composed.

122

3. PERFORMANCE MEASURING ON
THE WORKPLACE

Measurement of work conducted in the
workplace allows to evaluate the
performance of an operator, who carries
out an operation or series of operations,
using either simple equipment during the
manufacturing process, or machine tools.
The aim of operator’s performance rating
is used to relate the speed of
accomplishment to a normal speed, which
is required to finish the same type of work

[’]
Performance  measurement (PM) is
essential to manufacturing enterprise,

because without the ability to measure
efficiency of an activity, it can be
complicated to start controlling it and
furthermore improving it [*].

In order to assess performance, critical
success factors (CSF) and measurable key
performance indicators (KPI) have to be
defined. These indicators should reflect the
criteria’s, what have the utmost importance
in the manufacturing processes.

In the doctoral thesis [°] author outlines a
list of CSF for a workplace, that are
relevant for the high performance
workplace model: safety and reliability,
quality, training and development,
productivity, effectiveness, efficiency,
flexibility. These CSF-s were brought out
together with their respective KPI-s.

Since a workplace system in a
manufacturing enterprise may consist of
two distinguished elements- human and
assisting element or just machine- it is
crucial to assess a workplace in a manner,
where both human and machine have been
subjected to performance measurement. As
the machines technological possibilities
reflect its capability in a workplace, its
human counterpart contribute with he’s/her
competencies, for instance with skills,
knowledge, experiences and motivation
[10,11].

Since the objective of this paper was to
give an overview about workplace
performance  measurement from the



human’s point of view, the machine
performance will be uncovered.

4. HUMAN MONITORING

Workplace performs well, if a planned
amount of output is generated. In a man-
instrument or man-machine workplace a
planned output can be disturbed by errors
in instrument or machine work and by a
poor performance of an operator.

American workforce management solution
providing company Kronos Incorporated
announced in the year 2007 a term Overall
Labour Effectiveness (OLE). Resembling
closely to Overall Equipment Efficiency
(OEE), it was described as a partner of
OEE. In essence, the diffraction between
the terms is the object of measurement:
OEE measures machine and OLE
workforce effectiveness [*%]. Since the term
OLE hasn’t been widely recognized by the
scientific community, the author of this
paper referred to the principle of the term
by workforce availability, workforce
performance and workforce quality.

4.1 Labour tracking

Labour tracking has been widely used in
construction management, where workers
have been monitored in tunnels and
buildings [**], also in museums, hospitals
and in large public areas to provide
positioning information for the users.
Although labour tracking is less used in
industrial applications, the idea of tracking
employees in a vast manufacturing
enterprise would allow to evaluate how
efficiently a worker contributes time on the
workplace. In other words, workforce
tracking would help to evaluate workforce
availability.

Positioning systems can be categorized into
global positioning systems (GPS) and local
positioning systems (LPS). Limitations of
Global Positioning System (GPS) have
made it difficult to use it in indoor
environment and, that is why LPS is
implemented for indoor applications [**].
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By definition, systems, aimed to work in
indoor environments and localizing objects
and people are known as LPS-s. LPS
requires the installation of nodes to certain
positions (called beacon nodes) in the
facility or building, usually they are
attached to ceilings or walls. Beacons sent
and receive signals from the tags, attached
to required object [** *°].

Usual requirements for labour tracking are:
a) accuracy b) low power consumption
from the device, carried by the worker c)
bi-directional communication capability for
data exchange between the mobile unit and
the system [*°].

The term Indoor Positioning System (IPS)
is closely related with LPS. IPS has been
defined as a system, capable in real-time
continuously determining the position of
something or someone [*].

The author of [*°] summarized available
indoor positioning technologies as shown
on figure 2. In addition, IPS-s can be
classified according to different criteria:
IPS need for existing wireless network
infrastructure, network-based or non-
network-based approach and system
architecture.

Indoor
Positioning

Technologies

T
Inertial
Navigation
Systems (INS)

1
Hybrid
Systems

1
Sensor-Proximi
ty Based
Systems

I
Wireless
Network

Based Systems

Wireless Local
= Area Network
(WLAN)

Accelerometer p= Infrared IndoorGPS

Combination
of other
Categories

Gyroscope &
Motion-
sensing

Ultra-Wide

[ Band (UWB) b= Ultrasonic

=  Zegbee — RFID

- Blutooth

Fig. 2. Taxonomy of indoor positioning
technologies [*°].

A research survey [**] conducted by
Yanying Gu, Anthony Lo and Ignas
Niemegeers in 2009 compiled and
compared IPS solutions. In the summary,
different IPS-s were displayed according to
the system security and privacy, cost,
performance, robustness, complexity, user



preference, availability and limitations.
The most relevant criteria has been
considered the accuracy and precision of
the system [*®?°].

The decision of selecting appropriate
technology for indoor positioning is a
trade-off  between different  aspects.
Advantages and disadvantages regarding
each solution mentioned in [**] should be
analysed considering the environment for
IPS implementation. For example in a
robust manufacturing environment sensor-
proximity based systems like infrared
ultrasonic and radio-frequency
identification (RFID) devices should be
avoided, since they are more sensitive to
physical interferences. What is more, IPS
using Wireless Local Area (WLAN)
connection requires less equipment, on the
other hand consumes more electricity [*°].
Nevertheless, in the global market, RFID
and WiFi based solutions are major
shareholders [*].

4.1.1 Framework for the case study

In a research paper [*'], conducted training
program involving American construction
ironworkers, was described. The objective
of the program was to track and monitor
ironworkers in their working environment
and collect necessary data in order to
measure and improve safety performance
and working efficiency. Since the approach
of the training program is applicable for the
framework of tracking labour and
measuring workforce availability in a
manufacturing enterprise workplace (that is
the goal of authors research), the structure
of the program mentioned in [*'] is briefly
described.

Participant’s (ironworkers) were provided
with Ultra-Wideband (UWB) tags, which
were used for real-time information
gathering, regarding velocity of the
workers, equipment, and material. Added
to physical equipment (cameras, receivers,
reference tags) installation, a virtual works
zone similar to real life, was defined. After
the training program, the quantity of
collected information was enough to
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visualize the workers path during the test
(see Fig 3), he’s velocity of movement and
time spent in certain area. In addition, the
amount of gathered information was
enough to construct a virtual reality and
display the training results to the
participants.

Connector
—&— Crane Operator
—— Rigger
——— Safety Envelope

25 27

X [ml

Fig. 3. Plan views of safety risk: (a) rigger
on the ground passing by and entering
twice a predefined safety envelope of a
connector at height, and (b) crane operator
on the ground temporarily entering safety
envelope of a connector at height [*].

4.2 Operator
analysis.

Human motion analysis (HMA) is a
scientific approach to analyse human
movement and one subset of HMA is the
possibility to analyse tracked motion of the
human body and body parts. Measuring
and analysing body parts helps to evaluate
the influence of fatigue and workplace
features to human performance on the
workplace. Many motion capture solutions
have been used to measure human motion,
regarding mechanical, magnetic, acoustic,

inertial, optical and image based systems
[23, 25, 27]

motion tracking and

One technological solution for tracking
operator motion is similar to the training
program, described in [?]. Devices
attached to different part of the operator
body will allow to virtually construct 2D or
3D representation of operator posture.
Motion is recorded and submitted to
analysis. [%*].

Xsens, as one of the leading innovator in
3D motion tracking technology, has



customized its products for measuring
biomechanics in order to improve
ergonomic conditions, sport performances
and rehabilitation [*°].

In addition, a motion measurement
company- Polhemus- use’s motion capture
technology for training and simulation of
welding [*4].

5. FURTHER RESEARCH

Overview given in this paper will be the
basis for selecting a suitable labour
tracking and motion capture technology.
After purchasing necessary devices, an
experiment regarding operator movement
and motion measurement will be
conducted, in order to evaluate operator’s
performance. The goal is to construct a
model to optimize human activities in the
workplace.

6. CONCLUSION

In this paper, we systematically introduced
different workplace systems and explained
the necessity of workplace performance
evaluation. The focus was on human
performance on the workplace, hence
labour availability and labour quality was
stressed as KPI-s of workplace CSF-s. A
framework for labour tracking and labour
motion tracking was provided.
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THE MODEL FOR IMPROVING THE COMPANY'S PRODUCTIVITY AND
EFFICIENCY
Lavin, J., Riives, J., Kaganski S; Paavel, M.

Abstract: The objective of this paper is
to describe the improvement model of
effectiveness  and efficiency  for
manufacturing companies, which is based
on enterprise’s strategic objectives and
on its’ critical success factors. In the
article, the model for small and medium
production firms is described in addition
with four steps for its’ development:
starting from the analyze of current
situation and ending with creation of
flexible monitoring system, which can
quickly be adapted to goals of enterprise,
in depending of present issues. The main
idea of the model is not only to analyze
the actual situation and it comparing
with the company’s objectives, but on
investigation and detection of the critical
bottlenecks, which with elimination of
them would help SMEs move forward to
their goals.

1. INTRODUCTION

In order to ensure the flexibility,
profitability and competitiveness of the
company, management should constantly
think about improvements of
performance and efficiency. [*] Important
is not only efficiency of individual
processes  but  effectiveness  and
productivity of whole system. To achieve
that, on the one hand, the proper chain of
management in production is required; on
the other hand, processes themselves
should be cost-effective, which can be
achieved with right required speed.

Business has become more and more
widespread and diverse and has aimed
their strategies for enhancing the long
term growth, success and performance.
The problem of key performance
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indicators optimization for product
development process was considered in
[?]. Today’s knowledge has shown, that
small and medium enterprises (SME) are
balanced on the principles of scorecards
[*'®], which can describe the strategic
objectives of companies by dividing them
into  different  sectors  (financial,
customers, internal  processes, the
development of human resources) [*“].
The processes’ or sub-processes’ critical
success factors CSF [*''] and the
identification  of  bottlenecks  with
development of suitable improvement
model or method, is not feasible for
SMEs [*®"'®]. The lack of additional
resources and experience/competence in
those fields are the main reasons why
management is unable to analyse
processes, to identify bottlenecks and to
develop new methodology for their
enterprises.

2. PERFORMANCE ESTIMATION
AND MEASUREMENT

Company may use a variety of
alternatives to reach their targets. The
evaluation criteria of methods are based
on the enterprises’ goals [*°]. If try to
analyse the strategic objectives of SMEs,
then the conclusion that manufacturing
enterprises for achieving their goals are
using similar methodologies, can be
done. This allows to create an optimized
model for all SME production firms,
which can simplify not only discovering
bottlenecks, analysing process but the
choice of improvement activities. The
sector-specific strategic objectives are
used for better understanding company’s
goals [*]. In order to get right



understanding of company’s objectives
and to provide a comprehensive overview
of critical success factors of the process
(CSF), in other words, what should be
done by management to be successful of
completing the goals, the sector based
objectives should be divided into process
based aspects, which reflect the different
facets of fundamental process.
Developing the performance management
system [*] first is necessary to develop
the main objective and scope. These
decisions are made by the company’s
management in according of firm’s
strategy. Further, solutions should be
based on existing experience of results
analysing and collecting the necessary
data.

In addition, the BSC functionality and
descriptions of quality management
procedures can be helpful.

One of the main tasks in developing of
Performance Management System, are
identification and grouping of KPIs. The
collaboration with ERP (top-down
approach) and MES  (bottom-up
approach) should also be analysed. [***].
In the top-down approach the processes
are started with a definition of the higher-
level issues and the top-level indicators
are then broken down to increasingly
more detailed indicators through a
cascading process through the formal
organizational  hierarchy.  Bottom-up
processes are started from the workplaces
and are based on personal responsibility
and suited for designing a system that
every member of the organization feels
ownership for.

Measurement dimensions in developing
the performance management system are
also very important.

3. BOTTLENECKS ELIMINATION
AND COMPANY IMPROVEMENT
POTENTIAL EVALUATION
MODEL

Each company has a natural tendency to
perfection. In order to be successful, the

128

overview of the company’s processes for
the capability should be hold by
management.

The objective of the model is to identify
potential bottlenecks in various business
areas, to assess the danger on strategic
tasks and to provide management with
necessary improvement tools, taking into
account the availability of resources in
the company.

The structure of the model is based on the
decomposition principles.

The model’s approach is divided into two
major  parts: a qualitative and
quantitative. The functionality of the
model is based on company’s strategic
objective systems and on perfect
production model. [***%]

Typical areas of the company's strategic
objectives are: leadership and employee
involvement, innovation and product
development, production planning and
execution, process management and
execution, ensuring the efficiency of the
equipment, product design performance.

Having fixed the strategic objectives and
critical success factors of the system [*] -
the qualitative side of the model, it is
necessary to get CSF’s central estimates.
The dividing of CSF aspects is based on
corresponding  studies, which  were
performed in years 2010-2011 by
Estonian Industrial Enterprises. [>®']
According to those studies, the
conclusion, that corresponding CSF
aspects are typical for many SMEs.
Critical Success Factors (CSF) are the
parameters, which are vital for the
success of a process or of a business.
Consequently, the key rating of critical
success factors should be accurate to
current reporting of situation, objective,
should reflect the current position, and
also have the possibility to be analysed
and predicted. The questionnaire system,
which should help with achievement of
performance, should be very informative.
The qualitative assessment of the model
provides with the data of the company’s



at current moment. (Figure 1). The
qualitative rating is compared to
“background” system, which takes into
account real opportunities and needs.
Bottlenecks and their significance are
revealed during analyse. The result of
qualitative analyse are the CSF of the
company’s strategic outlines, which are
based on the on bottlenecks analyse and
whose significance is assessed by
management, which is based on the
company’s strategic objectives and
development directions.

On the model development level, the
relationships between CSF and KPIs are
created, which can help to quantitatively
evaluate the enterprise’s current situation
and the movement to the stated goals
(elimination of bottlenecks) and which
are connected to process based on
measured data (factors).

After the identification and elimination of
bottlenecks (improvements in process),
the quantitative part of the model can be
studied. The quantitative parts, which can
be named “toolbox”, consist of different
techniques and tools, which are needed
for improve of specific performance
indicators.

The algorithm of quantitative aspects of
the model works as follows:

1. Important relationship between the
CSF and KPlIs

2. KPIs measuring philosophy identify-
cation due to the company's capabilities
and the specific nature of the KPI.

3. Comparison of existing levels and the
required level of each specific KPI.

4. The decision improvement is needed.
5. Choice of models and methods for
eliminating bottlenecks.

6 Monitoring performance improvement
actions.

7 The decisions for further actions.

The integration of Quantitative and
qualitative aspects are almost important
to achieve the effectiveness in the
company. There are three important point
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of contact in qualitative and quantitative
aspect:

- Integration between critical success
factors (CSF) and key performance
indicators;

- The reflected in certain specific area
and operational aspects of the company's
satisfaction with the extent of various
centrally;

- Implementation of various methods to
improve the KPIs and their impact on
improvement processes as a whole, i.e.
the impact of the company's strategic
areas.

Hence, the value of the model lies on the
continuous improvement process through
iterations realization generation practice.
If a qualitative side is preparing side of
correcting action then the quantitative
side is directly related to the performance
of the various business process
optimization, or growth of effectiveness.
In Qualitative aspects it is very important
a precise definition.

In order to facilitate the task there is
proposed two levels of decomposition:

- Structural, i.e., from the perspective of
systems and processes;

- Functional, i.e., phased approach to
perfection (Figure 1)

4. FOUR STEPS TO PERFECTION

Production of customer satisfied goods or
products is a main activity for each

manufacturing  company. In the
manufacturing the integration of different
business processes and levels of

production will take place. Each activity
which will take place before the
production (design a product, market
demands, developed manufacturing
process, used logistic system etc.) will
have a significant reaction to the outcome
efficiency and to the client’s satisfaction.
The workability of the model is possible
to examine based on specific processes
and organizational structure elements
(job, department, etc.) [**]. Optimization



task is defined by a rational and efficient
transformation of inputs into outputs.
This transformation process

COMPANY'S STRATEGIC OBJECTIVES

requires

continuous real-time management. To
ensure the effectiveness of CSF-s under
specified endpoints.
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Fig. 1. The model for improving the company's productivity and efficiency

The achieved performance indicators
allowing comparison with planed ones
allow operatively to manage the process

towards the perfection.

Perfect production model consists of
four steps that lead step by step towards
the goal set.

= The first step is the analysis of the
company's

current

situation and



challenges, pointing out through a
qualitative study, which is based on
the company's strategic objectives
and is structured through the critical
success  factors  (CSF).  This
qualitative assessment includes an
assessment of the  company's
processes today (process) describes
the situation today compared with the
company's goals are posted and
highlights the bottlenecks that hinder
the movement of the company posted
goals.

»= Second important step is to define
and implement a process for assessing
the efficiency and functioning of the
Key Performance Indicators (KPIs) in
order to discover untapped potential
and make the future optimization of
processes measurable.
Third, an important step is the
selection of models and methods,
processes, speed of response and
efficacy (effectiveness) Increase in
wastage and elimination processes,
increasing reliability while reducing
the amount of stock production cycle
times through a cost-saving exercise
in the company. (Lean Production)

* Fourth step - related to
manufacturing processes to ensure
flexibility and profitability through.
Effective (effective) planning and
information flow in order to create a
highly responsive control circuit.

5. CONCLUSION

The company's point of view is crucial to
the success of the company's
comprehensive monitoring system. The
size of the activity-based decision-
making model consists of qualitative and
quantitative elements. The qualitative
part of the analysis is directed at the
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company's  current  situation  and
challenges, pointing out, in quantitative
terms based on the company's strategic
objectives, critical success factors and
key operational parameters.

Model is designed to help the company
to identify bottlenecks, to evaluate the
performance of their critical nature of the
company's strategic objectives and,
consequently, propose tools (models and
methods) to address these weaknesses.
The activity-based model of decision
making in today's rapidly changing
business environments will help the
company to maintain a flexible and
respond quickly to changes in the
environment.  The  decision-making
model helps the company to make timely
and accurate decisions to make new
plans or make changes to existing plans.
The Company shall at all times have an
overview of the company's
manufacturing operations in order to
maintain high product quality, security
of supply and production activities from
profitability.

6. ACKNOWLEDGEMENTS

This research was supported by
Innovative Manufacturing Engineering
Systems Competence Centre IMECC,
co-financed by European  Union
Regional Development Fund (project
EU30006).

7. REFERENCES

1. Parmenter, D. Key Performance
Indicators (KPI). Developing,
Implementing and Using Winning KPI-
s, Willey, 2010.

2. Durkutcova, M., Lavin,J.,
Karjust,K. KPI Optimization for Product
Development  Process. Annals  of
DAAAM 2012, Vol 23, No 1, pp 1079-
1085

3. Kaplan, R. S., Norton D.P.,
Translating Strategy Into Action: The



Balanced Scorecard, Boston: Harvard
Business School Press, 1996, 324p

4, Lavin, J.; Randmaa, M. (2012).
Relationships between business
objectives and the actual outcome of the
business. In: Proceedings of the 8th
International Conference of DAAAM
Baltic Industrial Engineering 19-21st
April 2012, Tallinn, Estonia: 8th
International Conference of DAAAM
Baltic Industrial Engineering, Tallinn,
Estonia, 19-21 April 2012. (Ed.) T. Otto.
Tallinn: Tallinn University  of
Technology, 2012, 512 - 517.

5. Varblane, U., Espenberg, K.,
Varblane, U., Roolaht, T. Eesti
masinattostuse hetkeseis ja
arengusuunad. Tartu Ulikooli Kirjastus,
2011

6. Tootmisjuhtimise
operatiivtasandi uuring, Raport,
EttevOtluse  Arendamise  Sihtasutuse
(EAS) hanke HKL100223 tingimusi

7. Mehhatroonika valdkonna
suutlikkus ja konkurentsivbime Pohja-
Eesti ja L6una-Soome piirkonnas HeiVal

Consulting

8. Friedag H. R., Schmidt W, My
Balanced Scorecard; Haufe
Mediengruppe, Freiburg, Berlin,

Miinchen, 2000, 290 S

9. Wohe, G., Einflrung in die
Allgemiene Betriebswirtschaftslehre,
Verlag FranzVVahlen GmbH, Munchen,
2008

10.  Lavin, J, Tasakaalustatud
md6tmismudeli kujundamine Baltic
Computer Systems’is, magistrito.
MBA. Tartu Ulikool, 2001

11.  L6un, K;; Riives, J.; Otto, T.
(2011). Evaluation of the operation
expedience of technological resources in
a manufacturing network. Estonian
Journal of Engineering, 17(1), 51 - 65.
12. Becker, J.,Kugelar, M.,Riesman,
M., Process Management, A Guide for
the Design of Business Processes.
Springer 2011.

13.  Kletti, J., Schumacher, J., Die
perfekte Produktion: Manufacturing

132

Excellence durch Short Interval
Technology (SIT) ,Springer-Verlag
Berlin, Heidelberg, 2011

14.  Kletti, J. Konzeption und
Einfihrung von MES-Systemen:
Zielorientierte Einfihrungsstrategie mit
Wirtschaftlichkeitsbetrachtungen,
Fallbeispielen und Checklisten,
Springer-Verlag Berlin, Heidelberg,
2011

15.  LO6un, K.; Lavin, J.; Riives, J.;
Otto, T. (2013). High performance
workplace design model. Estonian
Journal of Engineering, 19(1), 47 - 61.
16.  Karjust, K.; Kittner, R.; Paésuke,
K. (2010). Adaptive web based quotation
generic module for SME’s. Kiittner, R.
(Ed.). Proceedings of the 7th
international conference of DAAAM
Baltic industrial engineering, 22-24th
April 2010, Tallinn, Estonia (375-380).
Tallinn: Tallinn University of
Technology

17.  Snatkin, A.; Karjust, K.; Eiskop,
T. (2012). Real time production
monitoring system in SME. In:
Proceedings of the 8th International
Conference of DAAAM Baltic Industrial
Engineering 19-21st April 2012. (Ed.)
Otto, T. Tallinn: Tallinna
Tehnikadlikooli Kirjastus, 2012, 573 -
578. ISBN:978-9949-23-265-9

18.  Riives, J.; Karjust, K.; Kiittner,
R.; Lemmik, R.; Koov, K.; Lavin, J.
(2012). Software development platform
for integrated manufacturing engineering
system. In: Proceedings of the 8th
International Conference of DAAAM
Baltic Industrial Engineering 19-21st
April 2012, Tallinn, Estonia: (Ed.) Otto,
T. Tallinn: Tallinn  University of
Technology, 2012, 555 - 560.

7. CORRESPONDING AUTHOR
Department of Machinery

Tallinn University of Technology
Ehitajate tee 5, 19086 Tallinn, Estonia
PhD student Jaak Lavin


javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')
javascript:__doPostBack('ctl00$ContentPlaceHolder1$PortaalIsikuPublikatsioonid1$GridView1$ctl16$LinkButton1','')

9th International DAAAM Baltic Conference

"INDUSTRIAL ENGINEERING -
24-26 April 2014, Tallinn, Estonia

TOOL WEAR INVESTIGATIONS BY DIRECT AND INDIRECT
METHODS IN END MILLING

Leemet, T.; Allas, J. & Adoberg, E.

Abstract: Milling is a versatile
manufacturing technology. Depending on
the situation, coating on the cutting tool
can have significant influence to quality
and cost of the process.

In this study an attempt is made to develop
methodology for relatively simple but
effective means for evaluating the quality
and suitability of a coating for a particular
milling operation. Flank wear width is
generally recognized as the key indicator
for tool life criteria. In practice several
other indication of worn tool are used:
shape and colour of the chip, quality of the
manufactured surface etc. Measurements
by optical measurements are analysed.
Cutting forces are measured in
comparison. Three coatings were tested.
Key words: tool wear, tool life, flank wear,
PVD coatings, end milling.

1. INTRODUCTION

Gradual search and evolution towards more
cost effective solutions is a natural way to
progress in the manufacturing industry.
The question of a production cost is
affected by many variables. Volumetric
chip removal rate is common parameter for
describing and quantifying productivity in
the cutting industry [']. Formally it stands
for the product of the cutting speed with
the area of engagement between tool and
workpiece. Referring to metal machining
operations, the cost of cutting tool
exchange can be of considerable interest to
the manufacturer. Variety of tools available
to the machinist today is wide and
expanding continuously. Often it is matter
of personal preferences and previous

133

experience that lead in the decision making
process, while choosing between tools for
different operations in either milling or

turning. Already several production
technology laboratories are offering
commercial services for conducting
machinability  tests for  machining

companies. General recommendations for
specific milling, turning operations for
several workpiece material classes are
available from handbooks and in the
information from the tool manufacturers.
Due to the specific nature of the cutting
operation generalisations are difficult to do
and extrapolation and interpolation tend
not to give reliable results [*]. Meaning that
different tool-operation-material
combinations lead to different conditions at
hand.

Current research project aims to bridge the
gap between academic laboratory research
and practical questions originating from
machining industry. In particular an
experimental method for tool life
estimations in end milling operation is
suggested, tested and discussed. Flank
wear together with cutting forces are
determined and reasoned. It is a
straightforward approach designed from
the perspective of simplicity and usefulness
for practical machining situations.

From the previous works published on the
subject following information is of a
concern in the contest of the current
project. Rihova et al [*] have studied the
wear of turning inserts from the
perspective of implementing changes in the
composition of the workpiece material.
While  Kennedy&Hashimi [*]  have
proposed methods for testing coatings



under controlled conditions other than
those of direct machining. Relatively
similar approach as presented here was
taken by Narashimha et al [°]. Where a set
of turning inserts with different coatings
were tested during finish turning of
AISI 1018 steel under dry conditions. Their
goal was to prove the positive effect of a
hard coating on a tool life extent. Bouzakis
et al [°] have shown that wear resistance of
a coating can be related to the results of a
dedicated impact test performed on a
coating. Recently there have been reports
on attempts for wusing flank wear
measurements for on-line monitoring of the
cutting conditions ['].

1.1. Cutting tool wear

Tool wear is an intrinsic phenomenon
related to the principle of cutting operation.
When referring to metal cutting, the
conditions in the cutting zone are severe.
Contact stresses present are those in the
range of tensile strength of the workpiece
material. Temperature values near the
cutting wedge can rise up to around
1000 °C. These thermo-mechanical
circumstances result in the wear of the
cutting tool.

Tool life definition is not an absolute term,
instead users are given flexibility in setting
the limits depending on the particular
circumstances. Narashimha et al [?] have
provided with an effective explanation
stating that tool should be considered to be
worn when the replacement costs are is less
than the cost for not changing the tool.

Commonly recognized types of cutting tool
deteriorations are wear, chipping, plastic
deformation and diffusion. In principle
another division can be made into two
groups, where in the first wear and
diffusion related types are considered to be
of gradual increase in time. The second
group consisting of chipping and
microcracking is more abrupt and difficult
to predict. Rough description of types of
wear and their classification is summarized
in figure 1.
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NN

gradual deterioration non-gradual
of the tool deterioration of the
tool
v chipping,
abrasive wear, delamination and
diffusion cracking
Fig. 1. Simplified overall chart of tool wear

types.
When focusing on the practical side of tool

life estimations, essentially two main
approaches can be distinguished.

1) Establishing tool life criteria based on
the value of the flank or clearance face of
the cutter. This method is also used by
current standards 1SO 8688 Tool life
testing in milling [}] and I1SO 3685
Tool-life testing with single-point turning
tools [?]. One of the most considerable
effects due to flank wear is the decrease of
the diameter of the mill. This can lead to
dimensional inaccuracies and out-of shape
geometrical tolerances of the workpiece.

2) Recent research results promote the
wider usage of rake face wear. It has been
argued that the later has pronounced
influence on the fatal breakdown of the
tool. Increase in the cutting force values is
commonly related to the crater wear scar
developments on the rake face of the
cutter.

Two mentioned wear types and
additionally the change of cutting edge
radius could end up in the premature and
unexpected fracture of the tool bit.

2. EXPERIMENTS

2.1 Tested end mills Machining
operation



Milling, more specifically contouring with
end mills was chosen as the machining
operation to be investigated. End milling is
a common material removal process. It is
universal and wide spread, thus potential
ways of cost reduction are of interests to
manufactures and toolmakers.

Information about the end mills used in the
current study is presented in Table 1. All
three tested cutters were identical in
geometry having a diameter of 8 mm and
flute angle of 35°/38°. Commercial
monolayer (Til-xAIX)N, nanocomposite
(nc-Til-xAlIxN)/(a-Si3N4) (nACo®) and
(nc-Crl-xAlxN)/(a-Si3N4) (nACro®)
coatings were deposited in the arc plating
PVD-unit PLATIT-n80. Deposition
temperature was 450 °C. Coating thickness
was measured using the kalotest method
with a kaloMAX® tester and is shown in
table 1. Hard coating and its influence to
the tool life was the primary subject of
study.

. tin Adhesion
Coating: gl(i)c?kngss dhesio
nACo 1.4 pm HF 3
TiAIN 1.71 um HF 3
nACro 20.1 pum HF 3

Table 1. Properties of coatings deposited
on the tested end mills

2.2 Cutting conditions

Milling experiment was designed to ensure
and retain constant cutting conditions
throughout testing. HAAS SMM-HE
vertical CNC machining center was used.
High-speed machining concept was
adapted to current specific test run. Cutting
parameters used in milling tests are given
in table 2.

Tested tools were periodically checked for
tool wear by flank wear measuring after
cutting two layers of material. The volume
of the material removed by cutting one
layer was 113,5 cm®, the tool wear was
recorded periodically after cutting of 227
cm® of material, which corresponds to 36
m of cutting length. For the estimation of
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the tool wear an optical ZEISS Discovery
V12 stereomicroscope with software ZEN
was utilized. Every end mill was tested for
252 m of cutting length (1589 cm® of
removed material).

Cutting speed vc, m/min: 238
Width of cut, ag , mm 1.6
Depth of cut, ap , mm 4
Feed per tooth, mm/Z 0.08
Material removal rate, cm*/min 19.2
Coolant dry air

Table 2. Cutting parameters for testing end
mills testing.

2.3 Workpiece material

HYDAX 25 was chosen as test material
due to its widespread usage and relatively
good machinability characteristics. Testing
was conducted wusing material in as-
received state, hot-rolled bars with
rectangular cross section of 105 mm in side
length, test billets were cut into pieces of
300 mm in length. The nominal chemical
composition and values of mechanical
properties are given in table 3

Cast analyses Tensile test
Element, wt. % Measure Value
C 0.21 Rp0.2 | 340 MPa
Si 0.20 Rm | 552 MPa
Mn 1.04 A5 26.4%
P 0.012 Z 56 %
S 0.106 HBW 144.7

Table 3. Workpiece material characteristics

2.4 Cutting force measurements

Difference of cutting forces for a new,
unused end mill and worn end mills used in
experiment was measured. Cutting force
measurement system included KISTLER
piezoelectric dynamometer 9257B, charge
amplifier 5070 and Dynoware 2825A
software. Workpiece of Hydax 25 was
bolted directly onto the dynamometer,
force values for three orthogonal directions



were measured. System setup is pictured in
figure 2. The dynamometer was aligned
and clamped onto the table of the
machining centre in a way the
dynamometer force measurement axes
direction is parallel to the axes of the
milling centre. Cutting forces were
measured during the direct motion of the
end mill along the X axis of the machining
centre toward negative direction of the
machining centre’s X axis direction (from
right to left as seen from machining
centre’s operator standpoint).

In the contexts of the study the absolute
values of the cutting forces were not of
primary interest. Instead, the difference of
cutting forces between tested end mills was
of utmost importance.

force

for
measurements: A) machine tool spindle
with tested end mill; B) workpiece; C)
dynamometer and D) table of machining
centre.

Fig2.  Setup cutting

3. RESULTS

From the optical and scanning electron
microscopy (SEM) inspections visual proof
of differences in wear resistance of

compared coated end mills were found.
The results of the flank wear mark size for
each worn tool with different coatings is
summarized in figure 3.
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Fig. 3. Flank wear scars determined from
end mills with three different coatings. a)
naCo, b) TiAIN and c) nACro.

To minimize potential random errors, flank
wear measurements were constantly made
at the vicinity of the primary groove i.e. the
theoretical line on the clearance face that is
equal in height with the depth of cut.
Numerical values at the end of the cutting
tests i.e. after cutting 252m are
summarized in table 4.

Coating type: Flank wear width, mm
nACo 0.120
TiAIN 0.087
nACro 0.067

Table 4. Flank wear values.

Milling as an interrupted cutting process
with constantly changing theoretical chip
thickness generates fluctuating cutting
forces. The cutters teeth passing frequency
into and out of the cut in milling depends
on the rotating speed and number of teeth
of the cutter, being about 633 Hz in tests
carried out during this work. Nevertheless,
the detailed cutting force fluctuations can
still be measured by help of high sensitivity
and measuring frequency piezoelectric
dynamometers. An example of measured
cutting forces for worn end mill with naCo
coating is shown in figure 4.



Cycle Nao.:

1

Time [s]

Min - -327.18 Max - 45929 Integral - 2.41

Fig.4. Cutting forces (N) for worn nACo
end mill, measuring frequency 30000 Hz.

Cutting force components shown on figure
4 are directed as follows:

Fx is directed along the feed
direction of end mill (along X axis of
machining centre). Positive value of Fy
shows that end mill is climb milling, i.e.
trying to pull the material toward itself in
X axis direction.

Fy is directed perpendicular to feed
direction (along the Y axis of machining
centre). Negative value of Fy means that
end mill is pushing the material away of
itself in Y axis direction.

F, is directed along the end mill
rotational axis (along the Z axis of
machining centre). Negative value of F,
means that end mill is pushing the material
up from the table (toward itself).

Although detailed plots of milling forces
can be acquired as one shown on figure 4,
it is not yet sure how adequate the obtained
results are. The properties of the
measurement  system, inertia of the
workpiece etc. are likely to influence the
outcome. Therefore the aim of this work
was not to investigate the fluctuation of the
cutting forces in detail but rather to
compare the mean values of measured
forces. As several tests conducted on
various frequencies revealed, the mean
values of cutting forces can be acquired
even on low frequencies (below tooth
passing frequency) without remarkable
differences in calculated mean values. For
comparing the mean values of cutting
forces the measurements were conducted at
frequency of 200 Hz. For graph plotting
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the results were smoothed by Dynoware
computer software, the mean values of
cutting forces were also calculated by
Dynoware. Graphs of mean cutting forces
for worn end mills after cutting the
toolpath of 252 m length and for a new end
mill can are presented in figure 5.
Measured force values indicate that tool
wear in used, specific cutting conditions
leads to remarkable growth of cutting force
component Fy, forcing the tool to bend
away from cut surface, therefore being
partly responsible in change of part
dimensions. The mean values for all
measured cutting force components are
presented in table 5. As with the visual
inspections naCo had the highest amount
of wear, naCro and TiAIN coated tools
were performing better in that sense with a
slight advance to naCro.

Fx Fy F.
Unused tool 103.1 | -138.1 | -43.3
TiAIN 105.7 | -277.5 | -46.0
nACro 103.7 | -242.1 | -46.0
naCo 115.6 | -365.3 | -35.7

Table 5. Mean values of measured force

components, N.
4. CONCLUSION

In this paper, the wear behaviour of 8 mm
diameter end mills during dry machining of
the HYDAX 25 construction steel was
investigated. Based on the results found the
following conclusions can be drawn. Two
methods of tool wear estimations give
consistent results. As both of them indicate
the preferable coating solution at particular
situation. Nevertheless it is important to
stress that method discussed here should be
considered as a rough reference for a
specific industrial machining application.
In the future work sample size needs to be
raised for raising the confidence level of
the results. For practical importance the
tool life end condition needs to be defined
by some reasoned way.
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KNOWLEDGE MANAGEMENT SYSTEMS
FOR SERVICE DESK ENVIRONMENT

Lemmik, R.; Otto, T.; Kuttner, R.

Abstract: Current paper is based on
Knowledge Management Systems (KMS)
improvement  project in  cooperation
between Tallinn University of Technology
(TUT) and Nordic Service Desk (SD)
department of a world leading IT services
corporation. The project was initiated to
analyze the current KMS at SD department
and to propose improvement suggestions.

Nordic SD department is using KMS in
daily activities providing customer support
for various international customers where
SD activities are managed and coordinated
by Finland head office however several 1%
Level support activities are provided by
subsidiaries in Estonia and Poland.

Key words: knowledge management (KM),
knowledge management systems (KMS),
knowledge sharing, knowledge sourcing,
knowledge contribution

1. INTRODUCTION

The rapidly increasing competitiveness in
market highlights the importance of design
quality, maximizing productivity, multi-
company collaboration, optimal price
levels and predictability. The main focus of
the manufacturer is to innovate, get
products to the market faster, reduce errors
and increase flexibility. The manufacturers
have been continuing to improve their
products, information systems
developments and management abilities.
Because of that in the past years have seen
growing investments in the area of product
lifecycle management (PLM), enterprise
resource planning (ERP), real time
monitoring and optimization [1,2,3], and
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integration  technologies of  business
software and information systems [4].

On the other side in the information age,
companies increasingly derive value from
intellectual rather than physical assets, and
employee knowledge is believed to be a
company’s most profitable resource.
Knowledge management (KM) refers to
identifying and leveraging the collective
knowledge in an organization to help the
organization compete [5], and knowledge
management systems (KMS) are designed
to allow firms to manage their knowledge
resources. Initially, KM approaches
focused on knowledge as objects that could
be organized to support decision making,
and KMS were seen as tools to manage
codified knowledge, such that most KM
projects were initiated top-down and driven
by management. However, the rigid
structure of such centrally controlled KM
initiatives often exhibited poor incentives
to the sharing and reuse of knowledge [6].

Over the past decade, researchers and
managers have investigated methods for
improving organizational performance by
providing employees with better ways of
accessing one another’s knowledge. Such
knowledge management (KM) efforts often
rely on information technologies (IT),
including one important class of KM
initiatives  that  employ IT-based
repositories, to capture employees’
knowledge and make it available to a broad
range of potential recipients. Although
knowledge repositories have generated
significant benefits for some organizations,



research suggests that many repositories
fail to enhance knowledge transfer [7].

To succeed, a repository must contain
knowledge that will prove useful for
employees looking for answers to their
questions and solutions to their problems.
The task of ensuring the quality of
knowledge in a repository often falls to
subject ~matter experts who filter
employees’ contributions, rejecting those
that are redundant, incorrect, ineffective,
outdated, or otherwise unhelpful. Without
such a validation process, a repository
“soon overflows with knowledge assets of
guestionable value” and can, as a result,
lose its credibility with employees [7].

2. PROJECT DESCRIPTION

Current project has a good opportunity to
deliver Win-Win solution and to strengthen
cooperation with industries and
universities. Project scope is limited with
analysis document as the main deliverable
and no development work is provided. The
main objectives are:

e Improvement of KMS

e Decrease ticket solving time

e Increase ticket solving quality

2.1. Project Phases

Describe the current KMS situation:

e Focus groups with KMS end-users

e  Per focus group on-site interview

e Prepare survey to be distributed to all
SD 1% Level employees

Analyze the usability of the current KMS

e Analyze the data collected during
focus groups and survey

e Conclusions from business viewpoint

e Investigate the design and architecture
of KMS tools

e Propose the improvement suggestions
of KMS tools

2.2. Focus Group Interviews
Aspects in focus:
e Knowledge Type

e Source/Channel of Knowledge
e Knowledge Quality

e Knowledge Sharing

e Routine / Solution Reuse

e Communication Space

e  Stress Level

e System Use

e IT Alignment

e Productivity

Customer Satisfaction

Focus Groups:

e 1% Level SD employees in Estonia, 3-5
focus groups, 8 people each

e 24/7 SD employees in Finland, 2 focus
groups, 4 people each

e 2" Level SD employees in Finland, 1
focus group, 4 people

3. RESEARCH MODEL

The main focus of this paper is to describe
theoretical research work which was
carried out for the project to compose
preliminary research model and to publish
the survey.

3.1. Constructs

Constructs are based on and composed
according to the research publications
mainly from last 5 - 6 years on the KMS
field. According to the keyword search
near 100 papers were investigated and 15
of them have been directly used as

- references for the constructs.

Improve the usability of the KMS

Construct Name Category Unit of Type of ID

Analysis Variable

Current location Background Individual Control Cil-1
Current team Background Individual Control C1-2
Current position Background Individual Control C1-3
Experience in current position Background Individual Control Cl-4




Experience in area of work Background Individual Control C1-5
Age Background Individual Control Cl-6
Gender Background Individual Control C1-7
Work expertise [7] Background Individual Control C1-8
Training [8] Environment Individual Control Cc2-1
Job stress level [9] Environment Individual Independent C2-2
Time pressure [10] Environment Ind. / Case Independent C2-3
Case analyzability [11,12] Environment Case Independent C2-4
Case variability [13,14] Environment Case Independent C2-5
Satisfaction with quality of knowledge [7] | Environment Individual Mediator C2-6
Sourcing from colleagues [10] Process Individual Dependent C3-1
Sourcing from local documents [10] Process Ind. / System Dependent C3-2
Knowledge contribution [15,16,17] Process Individual Dependent C3-3
Simplicity of information update Process System Independent C3-4
functionality
Information update autonomy [7] Process System Independent C3-5
Frequency of accessing channel of Systems Individual Mediator C4-1
knowledge [7]
Simplicity of search functionality Systems System Independent C4-2
Search results presentation Systems System Independent C4-3
Sourcing from repository [10] Systems Ind. / System Dependent C4-4
Time efficiency of retrieving knowledge Systems System Mediator C4-5
[18,19]
Time efficiency of storing knowledge Systems System Mediator C4-6
[18,19]
Operation efficiency [20] Outcomes Individual Dependent C5-1
Operation performance [20] Outcomes Individual Dependent C5-2
Customer satisfaction target Outcomes Individual Dependent C5-3
Table 1. Constructs for Research Model
3.2. Survey Scales
According to scale composing methods it |1 Estonia
was decided to use six point discrete scales | 2 Finland
since there is no middle point. 3 Poland _ —

Table 2.3. Location (Qualitative)
1 Strongly Disagree
2 Disagree 1 SD
3 Inclined to Disagree 2 SD 2_4/7
4 Inclined to Agree 3 Retail
5 Agree 4 UAS
6 Strongly Agree 5 GDC SD _
Table 2.1. Consent Scale (Discrete) Table 2.4. Team Type (Qualitative)
1 Never 1 UAS Specialist
2 Very Rarely 2 Customer Support Specialist
3 Rarely 3 Customer Coordinator
4 Occasionally 4 Incident Coordinator
5 Frequently 5 Group Coordinator
6 Very Frequently 6 Group Manager

Table 2.2. Extent Scale (Discrete)

Table 2.5. Job Position (Qualitative)
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1 Less than 6 months 1 Less than 10%

2 Range of 6 months to 1 year 2 Range of 10% to 30%

3 Range of 1 to 2 years 3 Range of 30% to 50%

4 Range of 2 to 5 years 4 Range of 50% to 70%

5 Range of 5 to 10 years 5 Range of 70% to 90%

6 More than 10 years 6 Range of 90% to 100%

Table 2.6. Years Range (Qualitative) Table 2.9. Percentage (Qualitative)

1 21 and Under 3.3. Survey Items and Publishing

2 221034 Survey items were validated by using

j f’é to gj sorting method to prove that they represent

5 5c :g ol associated constructs.

6 65 and Over ] ]

Table 2.7. Age Range (Qualitative) Web based survey was published only in
English language to 400 employees at SD

1 Female 1% Level. Questionnaire was fully

2 Male completed by 159 employees which result

Table 2.8. Gender (Qualitative)

will be used for the further analysis.

Item / Question ID Scale Result
Your current work location: C1-1-1 | Location -
Your current team: C1-2-1 | Team Type -
Your current position in the team: C1-3-1 | Job Position | -
How long have you been employed in the current position? C1-4-1 | Years Range | -
How long have you been working in the current area of work C1-5-1 | YearsRange | -
(including previous companies, if applies)?

Your age range: C1-6-1 | Age Range -
Your gender: C1-7-1 | Gender -

I am an expert in solving customer’s technical problems. C1-8-1 | Consent 4,9
I am an expert in technical troubleshooting. C1-8-2 | Consent 4,8
To what extent are training activities available for new employees? C2-1-1 | Extent 3.9
To what extent do training programs exist? C2-1-2 | Extent 3,8
To what extent is there too much trouble at work? C2-2-1 | Extent 3.9
To what extent is there too much work to handle? C2-2-2 | Extent 4,2
To what extent is there pressure on SD employees? C2-2-3 | Extent 4,3
I have limited amount of time to complete my work. C2-3-1 | Consent 4,0
Many employees at my level are overwhelmed by time-limitationsto | C2-3-2 | Consent 4,0
solve cases.

To what extent is there a clearly known way to solve a case? C2-4-1 | Extent 4,5
To what extent are there precise instructions that can be followed C2-4-2 | Extent 4,3
when solving cases?

To what extent are there common practices to work on cases? C2-4-3 | Extent 4,3
I frequently deal with non-routine cases. C2-5-1 | Consent 4,4
The cases | work on involve answering questions that have not been C2-5-2 | Consent 4,3
asked in that way before.

The content in KMS meets my needs. C2-6-1 | Consent 3,7
I am satisfied with the content in KMS. C2-6-2 | Consent 3,6
The overall quality of content in KMS is high. C2-6-3 | Consent 3,5
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To what extent do you discuss problems with colleagues when you C3-1-1 | Extent 4,9
need to improve your knowledge on a topic or issue related to work?

When you work on a challenging case, to what extent do you C3-1-2 | Extent 51
communicate with your colleagues who may have encountered

similar issues?

When you work on a case, to what extent do you refer to local C3-2-1 | Extent 4,4
documents stored outside the KMS?

To what extent do you get useful knowledge for solving cases by C3-2-2 | Extent 4,2
reading local documents other than articles in KMS?

To what extent are you contributing knowledge to KMS? C3-3-1 | Extent 3,2
Updating content into KMS is simple. C3-4-1 | Consent 3,7
When contributions are submitted to KMS, they are usually C3-5-1 | Consent 3,8
validated.

Getting contributions to KMS approved and accepted is easy. C3-5-2 | Consent 3,9
In the past month, to what extent did you access KMS? C4-1-1 | Extent 3,7
Searching for content in KMS is simple. C4-2-1 | Consent 3,7
The results of search in KMS are presented in an appropriate way. C4-3-1 | Consent 3,6
To what extent do you use KMS to acquire knowledge? C4-4-1 | Extent 3,6
When you work on a challenging case, to what extent do you look in | C4-4-2 | Extent 3,6
KMS to find solutions to similar cases?

Retrieving content from KMS happens in a time-efficient manner. C4-7-1 | Consent 3,6
Retrieving content from KMS happens on time in order to solve case. | C4-7-2 | Consent 3,7
Storing content in KMS happens in a time-efficient manner. C4-8-1 | Consent 3,7
When storing content in KMS as planned, it happens in a time- C4-8-2 | Consent 3,7
efficient manner.

To what extent are you able to operate efficiently? C5-1-1 | Extent 4,8
How many cases did you solve last month? C5-2-1 | Integer 262
With respect to the cases that you solved last month, what percentage | C5-2-2 | Percentage -
were closed during the first call?

What was the average customer satisfaction level you achieved last C5-3-1 | Decimal 9,2
month? (Continuous) | of 10

Table 3. Survey Items and average figures

4. CONCLUSION

Survey results of the current project phase
together with preliminary research model
based on constructs will be input for the
next project phase where the statistical
analysis is done. According to the results
from statistical analysis in the final project
phase the research model is validated and
project conclusions will be drawn.
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BEHAVIOUR OF THE ENTERPRISE
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Abstract: Engineering change, which
requires available resources from the
organization, is associated with the
organizational behaviour improvement
process. It must be based on the
appropriate methods that allows to
efficiently achieving the objectives.
Organizational values, knowledge,
competences, power centres, finance,
culture, experimental and production
facilities are the factors that are important
for the engineering change in an
innovative approach. Improving of the
organizational behaviour includes such
factors as the individual’s psychological
problems solution, team work performance
improvement, and organization strategic
development. There is no doubt that skilled
designed engineering change, which is
based on an appropriate practice of the
enterprise’s organizational behaviour, can
significantly contribute to the efforts to
implement the core business objectives.

Key  words: Engineering
innovative knowledge,
organizational behaviour

change,
innovation,

1. INTRODUCTION

Modern enterprises which are operating in
a market economy can’t exist and
successfully compete on the sales market,
if they are not guided by innovative

engineering ideas for  performance
improvement.

Engineering change is based on customer
needs, the desire to improve the

manufacturing process, and the need to
correct the mistakes that has been made.
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Companies have the difficulties of a clear
understanding how to detect areas for
changes in the engineering field, to
formulate tasks and effectively implement
the planned change of organizational
behaviour of enterprise.

The goal of the work: to provide a
research of the engineering change
situation in the industrial enterprise, to
make analysis of organization behavior
influence on engineering change process,
and to foresee the ways for enterprise
activity improvement.

The subject of research: the engineering
change subject and its relationship with
organizational behaviour of the enterprise.

2. PROBLEM STATEMENTS

Innovative knowledge is involved in the
following creative process which creates
new forms of activities, methods,
techniques, new services, products, their
logistics and markets, and so on. As a
result, the new ideas and innovations
should be formulated. For this reason in
our article we investigated the environment
and opportunities of the enterprise
engineering activities improvement in the
context of engineering changes.

We are looking for purposeful engineering
analysis and for the methods to managing
creative effort of designing.

Obtained research results and analysis
showed that from the common knowledge
stream we should extract innovative
knowledge and to develop new ideas and
ultimately innovation on the basis of
innovative knowledge.



The course of engineering change
formation from the origin to content is
showed up in the figure 1.

From this figure, we can see that the search
for the appropriate engineering change it is
purposeful to start from the general -
purpose industrial engineering - technical,

economic and social nature knowledge
flow. This flow can be derived from the
present enterprise’s products analysis and
their main competitors activities in the
market, logistics, and industrial processes
evaluation.

Stream of the general purpose engineering - technical, economic, and social nature
innovative knowledge

v

Stream of the general purpose knowledge specified for industrial applications: 1) the
enterprise’s product sales processes and markets; 2) the enterprise’s logistics
processes and markets; 3) the production process; 4) the enterprise’s major
competitors sales, logistics processes, and markets

v

Extraction of the engineering - technical, economic, and social nature innovative
knowledge

v

Formulation of the new innovative ideas and innovation

v

Engineering - economic analysis of the innovative ideas and engineering changes
designing

v

Analysis of economic and social performance of implemented engineering changes
according to the operational, tactical, and strategic phases of production activities
development

v

The terms of production activities development phases (planning horizon from few
month to 3, 5, 10 or more years)

v

A systematic engineering approach for the engineering changes implementation

Figure 1. The scheme of engineering change search, analysis, and evaluation

This enough sufficiently stock of data and
information to solve the problems in the
field and the level of the problem, is
helpful for engineering change by using
highly innovative knowledge of sufficient
quantity, relevance and usefulness. It is
quite important for the process of
innovative ideas generation and for the
creation of innovations.
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Of course, even preliminary purposeful
activities, which we discussed at the
beginning, not fully guarantee that we will
provide an adequate performance of
engineering changes. Therefore, we should
not only carry out engineering - economic
analysis of innovative ideas and
innovation, but also to analyse the designed
engineering changes.



Only at this stage, in the belief that the
utility of engineering change is fully
consistent with the enterprise’s managers
and designers  economic social
expectations, the implementation to the
enterprise’s practice can be started,
according to the layout of its operational,
tactical and strategic stages of production
development.

According to the G. Q. Huang et al. (2003)
['] engineering changes are the changes
and/or modifications in dimensions, fits,
forms, functions, materials, etc. of products
or constituent components after the product
design is released. An engineering change
usually induces a series of downstream
changes across a company where multi-
disciplines work together dealing with
these induced changes. Various functions
across the manufacturing company have to
adjust their activities in order to deal with
engineering changes and their impacts.

As an engineering change is mainly related
to the technical and technological,
organizational and managerial progress, it
is often an element of progress from
academic point of view positions. This
requires reorganization of the production
processes or organizational behaviour
development, designing of the engineering
change, its implementation and the
continued use through the phases of the
enterprise’s  economic  and  social
development.

Our previous carried out analysis shows
that organizational behaviour development
is appropriate to begin from its engineering
and managerial staff. This staff is most
closely associated with the engineering-
technical, economic, and social nature data
and innovative knowledge flows.

There is no doubt that engineering and
managerial specialist are involved in
engineering change at the implementation
and practical application phases. However,
in those phases it is intrusion of the already
know operational specialists, that have
gained considerable skills in a variety of
technological operations and in practical
using of the work methods. Their creative
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efforts and work for engineering change in
form and content are related to conditions
of existing and potential production
situation. In this way, the preparation for
the implementation of engineering change
is going if not yet fully economical, but in
controlled by the economic cost position
situation.

We believe that properly done, on the
above discussed consistent level, the
management of the enterprise’s
engineering change implementation
process can help to understand and to
improve organizational behaviour.
Unfortunately, investigations in the
enterprises and institutions, as well as their
practical experience, shows that often it

happens enough consciously, in an
apparent element of the verse, which
creates problems of substantial

misunderstanding and  disproportionate
desire to maximize profits.

It is clear that the proper management of
activities designed through engineering
change will not be made more efficient,
even if its sufficient financing, unless the
people do not understand and will not
remove the existing contradictions in
enterprise’s organizational behaviour. But
now, the study of published sources shows
that the majority of their focus is not on
engineering changes, but on changes in
general, that are related to the enterprise’s
organizational behaviour  and its
improvement and that seeks to do intuitive
analysis, as well as non-specific thinking to
change in a systematic examination of the
problem, for closer interpretation of the
real causes and consequences.

In this regard, the most noteworthy S. P.
Robins (2003) [*] book, that claims to
explain, predict and control the human
behaviour in the enterprise, or in any other
organization. However, there are no
claims, coupled with engineering activities,
especially with the creative efforts of
engineers.

Equally interesting publication on the
change in manufacturing was prepared by
N. Obolensky (1996) [*]. The author



examined the changes and management of
business process quite creative, but did not
focus on the business process most creative
element usually projecting the changes in
business engineering efforts and
performance management.

Valuable publication that’s help to
understand a body of knowledge easier,
that required for problem solution,
including the search for engineering
change, design, and implementation, was
developed by G. Probst, S. Raub and K.
Romhardt (2000) [*]. In this publication
many of the basics problems solution may
be found. A similar idea can be found in
conference publications. It is already
possible to detect statements about the
problems of changes management, but they
are most often associated with changes in
the field of human resources development,
particularly  looking through cultural
factors influence development. However,
this focus on engineering and technical
progress is stopped.

For  engineering  change  analysis,
development, and use management the
attention was no paid in many of technical
peer-reviewed journals. For instance, in
2013 the international conference, which
was dedicated for mechatronic systems and
materials science [°], has only one this type
abstracts from 173 deliver messages.

3. APPLICATION AREA

The main application area for the research
results is industrial enterprise innovation
activity. The research involved Lithuanian
medical equipment manufacturing
enterprise and there were questioned
managerial and engineering personnel. The
results of the investigation can be useful
for that enterprise and worldwide in
generally.

4. RESEARCH COURSE
As the first step the aim of the research was

formulated. At the second step the research
of the industrial enterprise personnel
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organizational behaviour in engineering
change process situation took place. Third
step involved the analysis and evaluation
of the obtained from the medical
equipment manufacturing enterprise data
by using an average value method and after
the analysis adequate conclusions were
stated.

5. METHOD USED

The authors of the article carried out a
number of studies, collected and analysed
relevant information. Applied methods —
there are survey of scientific literature and
other information sources, structural
system analysis, and a sociological inquiry
of industrial enterprises personnel.

6. RESULTS
In our exploration of the medical
equipment  manufacturing  enterprise

showed that the engineering situation is
good (specially prepared questionnaires
help to inquire this company engineering
and managerial staff). It was evaluated by
4.1 points of 5 possible (the responses were
rated from 1 to a 5-point scale). Equipment
for production tasks was rated by 4.1
points, but the task orientation and
motivation was rated less — by 3.9 points in

average. It follows that, in a further
enterprise aging of the engineering
facilities, equipment and  devices,

technological methods of production that
combines  the elements of the
organizational arrangement too, the
situation is not as good as they are
perceived by the participants.

We believe that with no delay, it is
necessary to prepare for the modernization
of technical production subjects, based on
engineering change and on systematic
engineering method management.

These findings present actuality for the
enterprise in strengthens its production
engineering, information processes and
logistics activities innovative



improvement, respectively, which are
evaluated by 3.6 and 3.8 points.

Average values of respondent’s answers
and R correlation coefficient are presented

in the table 1.

Evaluation | Correlation
of the between the
parameter | parameter
(average and the
points) | enterprise’s
engineering
situation (R)

Evaluated
parameter

Enterprise’s
engineering
situation 41 1

The frequency

of the

engineering

changes in the

product 4.2

The frequency

of the

engineering

changes in the

logistic 3.6

The frequency

of the

engineering

changes in the

production

process 4.6

The frequency

of the

engineering

changes in the
information

process 3.8

The policy of

the personnel
participation

in creative

activities 34

Salary 3.7

0.594

0.576

0.494

0.396

0.785
0,301

Table 1. Average evaluation of engineering
changes rated parameters
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The required engineering change in the
pending a medical equipment enterprise to
become even more solid when, in
accordance to systematic engineering
approach requirements, will be completed
with the innovative decisions for the
appropriate logistical and engineering
activities information process
improvement. But ultimately, for the
carefully prepared engineering change
practical implementation and use it should
be made improvement of the concerned
conditions of internal activities and their
management.

As a result, in the enterprise’s
organizational behaviour is appropriate to
carry out the relevant innovative
organizational - managerial changes. For
example, performed research shows that
the engineering tasks (evaluation - about 4
points out of 5) were formulated by
managers and engineers engaged in the
task contribution of the 3 points out of 5.
We believe that this is not a bad case, but
in the perception of the need for the new
ideas and innovation, the ratio of
engineers’ engagement in the task creation
required improvement.

This could be done by properly
improvement of the engineering activities
management, based on the vertical and
horizontal management techniques
improved mix ratio. This would require
preparing management change in the field
of organizational behaviour improvement.
This is possible because the creative
initiative and activity in the enterprise,
according to the research results, was well
tolerated. It consists of 4.2 points out of 5.

The fact that it is appropriate to prepare the
changes of management activities to
improve the engineering changes process
was based on the survey data. Here, for
example, the problem of roles structuring
by allocating the tasks to engineers, was
evaluated by respondents of about 3 points
out of 5. These figures shows that there
still exist opportunities to improve the
organizational behaviour in the field of



engineering activities. According to the
other study outcomes is said to be a logical
component of the engineering change.

7. CONCLUSIONS

After examination of the thematic problem
of this article the following conclusion are
stated:

1. For the search of engineering change we
recommend to use in the figure 1 presented
action scheme, leading to the consistent
and stable establishment of the new
motivated ideas and innovations that makes
up the essence of engineering change.

2. If an engineering change is created on

the basis of presented scheme, it is
associated with the technical and
technological, organizational, and

managerial progress, which is guarantee
sufficient good functioning of the
enterprise.

3. Our research shows that the enterprise’s
proper functionality guarantee can be only
if the enterprise’s organizational behaviour
development will be with regard to the
guarantor’s requirements. Studies have
shown that people were satisfied with the
salary (3.7 points in average out of 5
possible), while the policy of the personnel
participation in creative activities was
assessed as moderate (3.4 points in average
out of 5 possible).

4. The research shows that in a further
aging of the enterprise’s engineering
machinery, equipment, and devices,
technological methods and means of
production that combines the following
organizational arrangements, the situation
is not as good as the perception of its
participants. We believe that with out delay
is appropriate to prepare situation
improvement plan based on properly
prepared engineering change support and
on new policy of the personnel
participation in creative activities.

5. It is purposeful to carry out the
appropriate innovative organizational
managerial changes, namely to improve the
management of engineering activities,
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and horizontal
improved mix

based on the vertical
management techniques

ratio.
6. In this case, it is purposeful to prepare
the enterprise’s engineering activities

change to improve it.
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DEVELOPMENT OF INNOVATION TEAM CREATIVE
ABILITIES
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Abstract: The article contains a study of
the processes occurring during the various
stages of the innovation team development.
Psychological problems arising from the
activities through innovation team forming,
differentiation, integration and maturity
stages are determined. Also, the article
studies the effect of divergent and
convergent thinking on the creativity of the
team members of various roles. Thus,
distinguishing the effect of the type of
thinking on the roles was found in an
innovation team. Freedom, orientation
towards ideas, intuition, imagination,
courage, and responsibility, as the most
influencing components of creativity, were
established after survey data analysis. The
article tries to determine the internal and
external stimulus of creativity within an
innovation team.

Key words: Innovation team, creativity,
creative abilities, motivation, team work,
industrial enterprise

1. INTRODUCTION

In modern enterprises still more work is
carried out by different teams. The
improvement of team  performance
required a creative approach which should
be based on team members’ competences
and creative abilities. Innovative activity
creates new challenges for which it is
needed to prepare team members.
Innovation teams are form out of experts of
many spheres and usually belonging to
various departments of the company. By
inputting coordinated efforts to create,
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spread and use of novelties it should create
positive synergy.

The goal of the work: to make research of
the events that taking place in the
innovation team and to determine the
possible components of creativity in the
perception, idea generation and idea
implementation stages and later determine
the measures to improve the creative
abilities of the team members by using the
results of the study.

The subject of research: the development
of creative abilities of innovation teams.

2. PROBLEM STATEMENTS

For the complex problems solution a high
level of creativity of the innovation team is
needed. That is when forming innovation
teams it is imperative to use the results of
scientific ~ research,  which  provide
opportunities for preliminary assessments
of the team members® creativity and
perspectives of its further improvement.
Management of such teams becomes more
complex. There is a need to create
conditions for the team members* creative
abilities to flourish and for their
improvement. Creative persons are more
sensitive to the psychological climate of
the organization and for the internal
motivation. The specifics of teamwork in
the innovation sphere are not widely
researched now. Publications on innovation
theme were mostly covering only the
general principles of the teamwork. That
means that there is a need for focused
coverage of the currently neglected
theoretical factors influencing the use of
the innovation team creative potential. The



research of the factors would create
conditions for the methodical improvement
of the innovation team formation process
and for their management.

3. APPLICATION AREA

Main application area for the research
results is development of the industrial
enterprises  personnel  creativity. The
research involved 70 representatives of the
personnel with an engineering degree.

4. CREATIVITY MODELS AND
THEIR COMPONENTS

W. Tatarkiewicz (1980) [*] stated, that
creativity is a universal and unavoidable,
that cognition is impossible without it, and
that creativity is found in all human
activities.

K. Urban‘s (1991) [*] model is widely used
and combines six components of creativity.
They are:

Divergent  thinking and  acting
(sensitivity, fluency, flexibility, originality,
and elaboration).

General knowledge and thinking base
(openness, perception, convergent and
logical thinking, analysing, synthesizing,
and memorization).

Specific knowledge base and area
specific skills (creative excellence in a
specific field).

Openness and tolerance of ambiguity
(not afraid to take risks, non-conformism,
openness for experience, adaptation and
resistance, and humour).

Motivation and motive (thirst for
knowledge, curiosity, need for novelty,
playfulness, self expression,
communication, devotion / duty, need to
control, and using of instruments — tools).
Focusing and task commitment
(perseverance, concentration, object
product development, devotion,
relaxation).

R. Sternberg and T. Lubert (1996) [*] also
provide a componential explanation of

and
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creativity. The author
components of creativity as:
intellectual processes;
knowledge;

intellectual style;

personal qualities;
motivation;

context of the environment.
Creativity is connected to the personality’s
need to self-actualization, originality,
understanding of the mission in life, and
internal motivation. M. A. Runco (2004)
[*] saying, that creativity is a complex of
various qualities:

originality;

flexibility;

diligence;

ability to solve problems and accept
challenges;

ability to determine changes in both
technological and cultural spheres.

C. R. Rogers (1961) [°] maintains, that
creativity is a universal human quality. The
author claims, that the main factor for
creativity to flourish is the personality’s
need to self-actualising, extending its
potential abilities and experience, pleasure
in creating. The author states these internal
conditions that are needed for creativity:

presented

e Openness for experience:
extensionality.

« Internal evaluation trends.

e Ability to combine concepts or
obtained elements of information in
unusual ways.

The author attributes psychological
freedom and psychological security to
external conditions for creativity to
flourish.

Now in many companies their employees’
creativity is seen only as an opportunity to
increase the company’s revenue and profits
and pays no attention to the expression of
the workers intellectual prowess and
independence. Company’s put in no efforts
to accept the value of the workers without
any preconditions and requirements, that is
— accepting him as he is. Only by accepting
the person’s personal freedom to act
according to his beliefs, we can to begin



meaningfully to speak about the use of
creative potential in companies and about
the innovation team creation.

5. PROCESSES OF INNNOVATION
TEAM FORMATION

When thinking about the creation of an
innovation team, the most attention is paid
to the functional roles of the members and
experts are chosen according to their
abilities and skills in their respective
professional sphere of competence. That is
why an innovation team would be best
served by the nine team role list
(Margerison and McCann, 1990) [°], which
S. P. Robbins (2003) ['] uses to analyse the
question of roles in teams. This list
contains three roles which, according to the
authors’, should take care of generating
ideas, analysing, and improving them.
They would be creators - innovators,
explorers — promoters, and assessors -
developers. Other roles would be more
oriented to implementing ideas and
organizing innovative activities. Those are
thrusters organizers, concluders
producers,  controllers inspectors,
upholders maintainers, reporters
advisers, and linkers.

6. RESEARCH COURSE

The aim of the research was formulated at
the first step. At the second step the
research of the factors that have influence
on the team member’s creativity took
place. For research we selected the factors
that affect the team members’ creativity
during the creative activities stages:
perception, idea generation, and idea
implementation. Third step involved the
analysis and valuation of the team
members’  creativity situation in the
enterprises by using econometric methods
and determination of the measures to
improve the creative abilities of the team
members by using study results.
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7. METHOD USED

Applied methods were a survey of scientific
literature and other information sources,
structural system analysis, logic analysis, a
sociological inquiry of people working in
innovation teams, and regression analysis of
quantitative survey data.

8. RESULTS

For innovation team creative activities are
important ~ stages:  perception, idea
generation, and idea implementation.

The creative activities stages components
study is based on the questionnaire and
verbal survey data of innovation teams that
working in industrial companies. The
determined approximating function of
perception:

y, = 0.43+0.387x,, +0.302x,, + 0.061x,, +

+0.164x,, ; (1)
where y, - perception parameter, x, -
freedom, x,, - orientation towards ideas,
Xi3 security, X, openness. The

parameters were measured on a scale of 1
to 5, correlation coefficient was R = 0.783.
According to the parameters of the
approximating function of perception we
can state that perception in innovation
teams are mostly influenced by the team
members’ freedom and orientation towards
ideas.

The determined approximating function of
idea generation:

y, =0.54+0.401x,, +0.304x,, +
+0.084x,; +0.061x,, +0.042X, ; (2)
where y, - idea generation parameter, x,,
intuition,  x,, imagination,  x,,
perception, x,, - resourcefulness, x, -
criticism. The parameters were measured
on a scale of 1 to 5, correlation coefficient
was R = 0.792.

The parameters of approximating function
of idea generation pointed to the fact that
intuition and imagination has the strongest
effect on idea generation.



The determined approximating function of
idea implementation:
y, = 0.52+0.398x,, +0.192x,, +

+0.284x,, +0.022x,, ; (3)
where y, - idea implementation parameter,
Xay courage, X, - wisdom, X,

responsibility, x,, - perseverance. The

parameters were measured on a scale of 1
to 5, correlation coefficient was R = 0,801.
According to the parameters of the
approximating function of idea
implementation we can state that idea
implementation in innovation teams are

mostly influenced by courage and
responsibility.

9. PREMISES OF INNOVATION
TEAM CREATIVITY
IMPROVEMENT

The creativity of a member of an

innovation team is dependent on his
divergent thinking skills. J. Almonaitiené
(2011) [®] defines divergent thinking as a
search for the many possible solutions for
the same problem, when you return to the
starting position numerous times and try to
take other paths from there.

J. P. Guilford (1965) [*] believes that the
most important skills in divergent thinking
are:
e sensitivity to the problems (ability to
notice them);

freedom of thought (ability to generate
many different ideas);

flexibility (ability to quickly change his
train of thought and topic);

originality (rarity of ideas, novelty).
Divergent thinking is expressed by the
ability to create various ways to solve
problems. Convergent thinking is the
opposite of divergent thinking and is
characterised by the ability to select the
best idea from the full list. Some tasks of
the innovation team require more divergent
thinking, while others convergent
thinking. Team members roles that should
be responsible for idea generation, their
analysis, and improvement should have
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divergent thinking. That would be creators
- innovators, explorers - promoters, and
assessors - developers. Other roles that are
more involved in ideas implementation
process and in organizing of innovative

activities  should  preferably  exhibit
convergent thinking. Those would be
thrusters - organizers, concluders -
producers,  controllers - inspectors,
upholders - maintainers, reporters -

advisers, and linkers. Generating of ideas,
analysing and improving of them is the
most important part of the innovation team
activities and requires the highest level of
creativity from the team members. That is
why, when forming a team, most of the
attention should be paid for the roles of the
creators. This depends on the nature of the
teams work.

10. CONCLUSIONS

After examination of the thematic problem
of this article following conclusion are
available:

1. Formation of the innovation team is a
process whose management is difficult and
requires experience and knowledge. When
forming a team, we have to pay attention to
the fact that it can be improved during all
of its life cycle and the results of the
innovation team will depend on its
members’ creativity. During each stage of
the team forming process, the requirements
for workers should be different.
Management in different stages is also very
different. That is why, when addressing
problems for the teams creative work, it is
necessary to know at which stage of
development the team is at the given
moment and use that fact to anticipate
which path it will follow. After carrying
out studies the psychological problems that
arise when the team goes through the
forming, differentiation, integration, and
maturity stages were determined.

2. During the team forming stage its
members searching for the recognition:
they watching each other, evaluating,
usually hiding their true feeling, and trying



to increase their authority. At this stage it is
important to distribute roles of the team
members correctly. The roles allocated to
the team members who should be
responsible for the creation, research,
assessing, planning, organizing,
motivating, communication, and
implementation. When improving the
creative abilities of the team members it is
imperative to take into account the
members’ creative potential, get acquainted
with their previous achievements, apply
new methods of work selection (creation)
and dissemination.

3. During differentiation stage team
members are involved in the struggle,
recognition, and consolidation activities:
the members’ strengths and weaknesses are
revealed, misunderstandings and
oppositions manifesting, the groups are
forming, roles are distributed, accepted,
corrected, and attempted to be re-
distributed, and then the struggle for
leadership can take place. During this stage
it should become clear who will be the idea
generator, who will help for him to
generate ideas of good quality.

4. During the team integration stage its
members having a struggle and searching
for the recognition, consolidation, re-
evaluation and starting to consolidate theirs
efforts with established norms. There may
appear the problem of conscious efforts
reducing. Management functions are
gradually distributed to the other team
members taking into account the arising
tasks and need for competence. The team,
that having experience in successful
solution of the problems and in the
resource application, at this stage starting
to raise the creative potential making free
problem.

5. During the team maturity stage its
members experiencing the period of
management. They put in more efforts not
for themselves, but to improve the skills of
other ~ members, needed for the
compatibility of the team members in the
sphere of professional competence. All of
the members have leadership and
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membership skills. Relationships become
of the non-formal type. Leadership is
awarded to the team members on the basis
of then needed professional competence.
The team members’ relations are formed
and are characterised by: unity of quality
orientation,  emotional  identification,
collective decisions, and the group-
thinking effect.

6. Positive psychological climate becomes
easier to maintain when the members have
empathy skills. This becomes easier for
people that have enough experience. When
team members feel that their colleague is
experiencing, their relations develop
differently as does their subjective
reflection — the psychological climate. The
empathy principle can be very successfully
applied in the professional sphere. This is
one of the ways to solve the most difficult
problem of innovation activities’ creative
work — how to give up traditional thinking.
7. Socio — psychological reflection skills
are also needed when communicating with
other team members. By observing team
members behaviour, speech, statements
from a different perspective, it is possible
to understand people’s reactions to some
actions, determine the discrepancy between
the content and expression of the speech, to
make conclusions whether statements are
persuasive and so on. When the innovation
team is made up from the experts of many
spheres, having no reflection skills, much
time is then must be spent to understand
the entirety of the problem and to find
common points of contact, by integrating
the knowledge of various spheres to solve
the actual tasks.

8. When carrying out the study of the
innovation teams’ components of creativity
three main stages of creative activity were
distinguished: perception, idea generation,
and idea implementation. It was
determined, that perception was mostly
influenced by the team members’ freedom,
openness, orientation towards ideas and
security. According to the parameters of
the approximating function of perception
we can posit that problem perception in



innovation teams are mostly influenced by
the team members’ freedom and
orientation towards ideas.

9. During the idea generation stage these
components of innovation teams’ creativity
were distinguished: intuition, imagination,
perception, resourcefulness, and
criticalness. According to the parameters of
the approximating function of idea
generation we can posit that problem
comprehension in innovation teams are
mostly influenced by intuition and
imagination.

10. During the idea implementation stage
these components of innovation teams’
creativity were distinguished: courage,
wisdom, responsibility, and perseverance.
According to the parameters of the
approximating function of idea
implementation we can posit that idea
implementation in innovation teams are
mostly influenced by courage and
responsibility.

11. When improving the creative skills of
the members of the innovation teams it is
necessary not only to teach for creative
methods, tools, but also it is more
important to free the creative potential, not
overshadow it, create conditions for all
members to be involved in the creative
process. The team members will be then
more motivated to improve themselves and
to solve complex problems successfully.
12. The important components of teams
creativity that were determined by studies
should be taken into account and used to
develop the qualities of people working in
this field, this will increase the creative
skills of the team and the individual
members.
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Abstract: Globalization and higher
requirements to stay in competition with
other ~ companies needs continuous
development. There are many ways how to
improve your business process. One of the
opportunities is to implement PLM system
to get certain benefits in cost reduction,
quality improvement, time saving etc.
Article gives a brief overview of PLM
implementation stages from vision to real
implementation. There are also described
groups and staff, which should be involved
in PLM implementation and brought their
participation in different stages of PLM
implementation. Efficient and practical
groundwork what done in early stages
lowers company's implementation process
and leads to better results.

Key words: PLM, PLM implementation,
PLM vision, PLM strategy, PLM
implementation strategy.)

1. INTRODUCTION

Existing  competitive manufacturing
environment requires that companies
should be more flexible, innovative and
responsive to their customers' needs.
Customers can choose from the wide range
of products and different services. If small
and medium sized enterprises (SMEs) want
to get competitive advantages then they
should replace their existing traditional
business models to new ones [']. The
change requires also innovation in
processes and methods to facilitate
collaboration with suppliers and customers
[%®]. To act quickly for market changes we
need to increase the speed of product
development and production systems,
which requires also implementation of
different Enterprise Resource Planning
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(ERP) and Product Lifecycle Management
systems (PLM).

This paper aim is to give an overview of
PLM and its implementation from vision to
real life implementation.

There is brought out real example how
PLM system with PDM capabilities were
implemented.

Currently there is no certain model for
PLM implementation because all the cases
and backgrounds are different. There are
not a one to one defined implementation
cases.

2. PLM

In 1980s engineering design entered a new
era and software companies realized the
potential market in form of efficient data
management methodologies and began to
develop the first generation commercial
PDM (Product Data Management) systems.
Developers were already involved in CAD
(Computer  Aided  Design)/ CAM
(Computer Aided Manufacturing) / CAE
(Computer Aided Engineering) software
market [*].

The Aim of Product Lifecycle
Management (PLM) systems is to enable
enterprises to satisfy they're needed
requirements. One of the major challenges
for PLM systems is the lack of integrated
decision support tools to help decision-
making with available information in
collaborative enterprise networks [°]. PLM
not just a set of technologies it is a business
strategy of different complex IT tools and
applications which support digital design
and manufacturing practices over the
whole company in several ways. It's a
holistic business concept what is developed
to manage a product and its lifecycle. PLM



manages items, documents and BOM's
supports analysis results, test
specifications, quality standards,
engineering requirements, changing orders,

environmental component information,
manufacturing procedures, product
performance  information,  component

suppliers. Modern PLM system capabilities
are wide. Recently the manufacturing
environment  became  modern  and
competitive for mastering new design and
manufacturing methods, which enables to
improve the sustainability of the products
[*]. Thanks to possibility to integrate
different CAD systems, CRM systems,
Microsoft Office, ERP systems to whole it
forms the information backbone of a
product and its extended enterprise. [>*].

Project
management

Part
manufacturing

Sub
contracting

After sales
Internal

Processes

Sourcing and

procurement
U Manufacturing
Suppliers

Fig. 1. PLM System [?]

Solutions what can be added to PLM such

as: [11,12,13]
BOM (Bill Of Material) Management,
CAD  File  Management, Change
Management, Compliance Management,
Content  Management,  Classification
Management, = Component  &Supplier
Management, Concept  Development,
Configuration Management, Design

Outsourcing, Detailed Design, Document
Management, Engineering Change
Management, Environmental Compliance,
Extended Capabilities, Fast Fashion,
Formula and Recipe Management, Global
Product Development, Label and Artwork
management, Lean Product Development,
Maintenance & Calibration, Maintenance,
repair &  operation  Management,
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Manufacturing  Process  Management,
Manufacturing Process Planning,
Mechatronics, New Product Introduction,
Outsourced  Manufacturing, Packaging
Management, Part Traceability, Portfolio
Management, Product Analytics, Product
Costing, Product Data Management,
Product Engineering, Product Governance
& Compliance, Product Life cycle
Management,  Program  Management,
Project Management, Quality
Management, Quality Planning, Quality
Systems, Quote Process Management,
Regulatory Compliance, Reporting &
Analytics, Requirements Management,
Resource Management, Risk Management,
Software  Configuration = Management,
Sourcing Management, Source Code
management, Specification Management,
Supplier Corrective Action, Supply Chain
Management, Systems  Engineering,
Tooling Management, Variants & Options,

Visualization & Markup, Workflow
Management.

3. BENEFITS FROM PLM

Companies are Implementing PLM

systems to get different benefits. Benefits
are coming through making you Lifecycle
more understandable by using it different
modules of the system. Also by better file
management and information movement
inside the company and also between
different phases of products life. In Closed-
Loop Product Lifecycle information moves
from Beginning of Life (BOL) to Middle
of Life (MOL) and to End of Life (EOL).
Information also moves backward from
EOL to MOL and BOL by closing the
necessary loops in products information.
[14,15]
Benefits what companies usually might get
can widely divided into four bigger
categories such as;

Cost reduction

Quality improvement

Time saving

Other



Expectation to reduce product cost comes
through reducing the product development
cost, material cost, prototyping cost,
production cost and so ob by faster and
controlled design and  information
movement. Reducing more different items
and they are more standardized.
Management of total production load is
more simplified with the help of right
product structure. By this one person can
give more design for company and other
engineers can deal with other projects.
inventory cost is lowering because there's
better overview on products and don't need
to keep so big stock reserve. Service cost is
reduced through better knowledge what's
needed for maintenance. [>*%*"]

Potential source of quality improvement in
Production Company like errors, rework,
wasted efforts customer complaints,
product  returns, recurring  product
problems and conformance with customer
requirements can be achieved by better and
clear data and information storage.
Changing documents and revisions can be
electronically accepted and released why
change management is faster and less
faulty. Easy to find documents, protocols
and standards related to product. [**]
Reduced project times, project overrun
times, engineering change times, cycle
times might come to better definition of
product structures because it's easier to use
already existing information and amount of
overlapping work decreases. Parts and
drawings history can be available with
minimum effort. All this leads to reduced
time to market and profit. [21°*"]

PLM also enables to make better business
decisions and results by clearer products
lifecycle. Improves visibility over the
supply chain, provides feedback from
different phases of lifecycle and enables
better management of outsourced tasks.
[8,16,17]

These are only some of benefits what are
expected from PLM system. The real
benefits for the company depend on
implemented modules and  systems
functionality. The comprehensive is work
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before PLM implementation the more
effect company gets from implementation.

4. PLM IMPLEMENTATION

PLM implementation is big step to most of
companies. The reasons might be very
different and the expected benefits might
differ depending on the company.
Common in these cases is that they all need
some way to achieve their goals. Figure 2
shows one possibility how to implement
PLM system [*°].

The need for Implementing PLM system
should come from company's overall
vision. PLM should help to achieve this
mission or help the company closer to its
goals. Corporate business vision is set by
company's management and company's
activities should conform to it.

From company's vision should come
company's business objectives. Company's
business objectives is the end result of
proposed actions and says where company
wants to be after a specific period of time.
From company's business objectives
should grow out input for PLM vision. A
PLM vision is not an independent stand-
alone unit. It has to fit with the company’s
overall vision of its future, Its missions and
objectives. [*]

If corporative business vision and business
objectives were set by management then
from PLM vision project manager is
responsible  for further development.
Cooperating with management and steering
group project manager has to describe
companies PLM vision. It is high-level
conceptual description of a company's
product lifecycle activities at some future
time. It's hard to look further into the
future than five years from now. So the
PLM vision is usually put in place for five
years. It doesn't mean it's execution. [*°]
PLM Vision is the best possible
expectation for future situations and
activities. PLM vision highlights the main
features of future activities. [*°]
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A PLM Vision will be company-specific. It
has to be clear so that everyone in
company has clear agreed destination what
they can fallow. Clear understanding of the
objectives, scope and components of PLM.
Once the PLM vision has been agreed, a
suitable PLM strategy and PLM
Implementation strategy has to be
developed to achieve the best results. [*°]
PLM vision should be documented in a
report. Executive overview should only be
a few pages in length and there should be
brought out things like; [**]
e The company: objectives, strategy,
success factors, key issues
e The PLM Initiative
e Description of PLM Vision
e Next steps: PLM strategy, PLM
implementation ~ Strategy, PLM
Roadmap, PLM Plan, schedules,
resources, value, cost, ROI.
PLM strategy will be company specific. It's
also possible to work at the same time with
multiple different strategies and make
SWOT analysis (strength, weaknesses,
opportunities and threats).

PLM strategy describes how PLM
resources are used at the present moment
based on As is analysis. A PLM strategy
for the future shows how resources will be
used in future based on To-be analysis.[*]
PLM strategy is developed by Project
manager and Project group, Steering group
supports them with needed resources and
controls that project would be in progress.
In this phase project group has to work
hard to achieve best result, which depends
a lot in future implementation. The PLM
strategy has to be documented and
transmitted to everybody who's involved.
A strategy describes how to achieve
objectives; how resources will be
organized and managed. Provides the best
chance to achieve set goals and assures that
everyone work on same target. [*°]

The PLM strategy shows how PLM
resources will be organized in future. The
Implementation  Strategy shows how
resources will be organized to achieve
goals what are set is Do-be analysis. The
implementation strategy is sometimes
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referred to as change strategy or
deployment strategy. [*°]

The Implementation strategy is the starting
point for developing the Implementation
Plan. Developing Implementation plan for
the first year and Implementation strategy
at the same time helps to make sure their
compatibility. [*]

Putting together implementation plan in
addition to project group, what's directly is
involved, and steering group comes extra
PLM supplier or implementation company.
They have the knowledge to tell what
program will fulfill the company’s needs.
From that stage on PLM supplier or
Implementation Company has to be chosen
for further project development.

PLM plan deals with all of PLM such as;
product data, equipment, human resources,
applications and processes. Objectives,
action steps, timing and financial
requirements are defined. In this phase all
issues and problems have to be solved and
cltz_)mpany is ready for real implementation.
[]

The main purpose of the chain from
business mission and objectives through
PLM Vision, PLM Strategy, PLM
implementation strategy PLM plan and
implementation is that the company meets
it objectives. [16]

a

5. CASE STUDY

Bestnet AS is as Estonian Small and
medium enterprise what is manufacturing
and selling their own design based trailers
for different purposes.

Bestnet AS business vision is "Car owners
- we are your best choice for personal
transportation solution. The trailers will
rely on the experience of preparing a long-
term, quality and environmental
sustainability” [19]. Based on vision
Bestnet AS made his first feasibility study
in 2005 and despite the facts, that product
information management grows over head,
reached to conclusion that at the moment
they don’t have needed recourses for
implementing PLM or PDM system.
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Situation changed in year 2010 when in
cooperation with IMECC OU Bestnet AS
take in their plans to implement
Teamcenter Rapid Start what is with PDM
capabilities.

A central issues in Implementation are
coming from vision. From Bestnet AS
business strategy and business objectives
came small dimensional PLM vision what
company wants to achieve;

1) Current design is complicated because
most of parts are used at the same time in
different products and making changes to
them is complicated.

2) Data entry from CAD to ERP system is
manual. Company wanted to get automatic
data transmitting from CAD to ERP with
XML file that engineering Bill of Material
(eBOM) and manufacturing (mBOM) are
the same.

3) Direct communication with dealers for
better to ensure better service.

Based on these objectives company's
Project team and PLM supplier started to
put together PLM strategy and PLM
implementation strategy. What was mainly
done with different managers and
engineers by mapping their expectations
for the system. Interviews were carried out
with engineers from different department.
At the current time PLM implementation
still continues. Set objectives are solved
with  Teamcenter Rapid Start with
functionalities such as;

Secure vault, standard user roles and access
security, check-in/check-out, search were -
used tools, revision/version control, view
& markup, Solid Edge integration, BOM

management, ERP integration,
manufacturing data  and process
management.

In the near future company should

successfully complete PLM
Implementation and reach its set goals.

6. CONCLUSION
PLM plays an important role in the modern

production landscape. In first part of article
is brought out information about PLM, its



components and benefits. How PLM is
company's specific and one possibility
how implementation could be carried out.
Also is brought out AS Bestnet PLM
implementation progress activities.
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PARTNER SELECTION CRITERIA FOR VIRTUAL
ORGANIZATION FORMING

Polyantchikov, I.; Shevtshenko, E.

Abstract: This article indicates criteria
which a partner should evaluate during the
forming of virtual organisation (VO). This
paper bases on analyses existing criteria
and investigate research works which were
done by different researches. The
represented criteria will be used to select
partner for a new project in the frame of
Partner Network (PN).

Key words: Partner Network (PN), Virtual
organisation (VO), SME, Partner
Selection, Key performance indicators KPI

1. INTRODUCTION

The different association of independent
organizations become a popular tool to
restrain the competition in the current
economic situation on the global business
market.  "Interorganizational  networks
include supplier and marketing or
distribution  networks,  technological-
innovation and  product-development
networks, and different competitive
coalitions used, for example, for
establishing industry standards and for
competing against other networks or a
specific dominant player such as
Microsoft”.[*] There are many different
forms of such associations exist, including,
Collaboration Network (CN), Strategic
Alliances (SA), Partner Network (PN),
Industrial Clusters (IC), etc. These unions
are mostly designed for Small and Medium
Enterprises (SME) [*]. The SME have
some common restrictions  (budget
limitation, small amount of services or
products, etc.), which stimulate small
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companies to join together to survey on the
market with tight competition [*],[].

Each company has own preferences for
partner  selection during  partnership
formation [°]. In this work was analysed
the existing preferences and finds most
critical of them for companies.

The next step will be development an
evaluation mechanism for partner selection
from  association  of  independent
organizations. The support of selection
process for PN is an essentially issue
during formation of temporary alliances of
VO [°]. One of the aims of the PN is a
collate data about member enterprises,
their capabilities and KPIs of each member
["]. These parameters and data are used in
partner selection mechanism when the VO
initiators  (hereinafter focal player or
broker) make an own decision and this part
is also considered in current research work.

2. PARTNER NETWORK
DISCIPLINE

a. Partner Network Notion

Partner Network (PN) origin is close with
Collaborative Network (CN) and definition
of PN can be applied the same, but the
main difference between PN and CN is the
operating  environment,  which is
constrained with legal aspects. When
companies, entering into the PN, they
should sign the frame agreement with
collective juridical body, representing the
PN. Based on that agreement the
companies, which are working on financial
proposal to the customer, can quickly form



the Virtual Organization, in order to be
ready for the legally respond to the market
demand. [?]

PN managerial legal entity is called Partner
Network Managerial Office (PNO). The
main obligations of PNO are:

represent the PN members to the
customers

measure the PN members
Performance Indicators (KPI)
ensure the information channel for PN
members for the exchange of agreed
information

organizing the process of PN members
drop off and to support the joining of
new members. [°]

Key

b. Virtual organisation

Virtual Organization (VO) a temporary
alliance of independent organizations (e.g.
companies, institutions, people and
commercial and non-commercial
organizations) that come together to share
resources and skills to achieve its
mission/goal, and whose cooperation is
supported by computer networks [*]. VO
forms from entities which constituted a PN.
Normally, the process of forming VO takes
a time, due to legal, technical and social
aspects. The fig.1 shows the principle
scheme of the VO. There are depicted
important VO features on the picture,
which define every VO. It is a Focal Player
(FP) [] or broker, a subset of the PN
enterprises may be chosen to form a VO
for some specific business opportunity [*].
It is a common goal/mission to achieve a
business opportunity. It is a set of partners
who has competences “required to achieve
a given task or acquired by an actor in the
context of achieving this task” [*°]. The
focal player (broker) has to select
appropriate partners to achieve the project
goal successfully from universe of
enterprises or PN. There are introduced the
competences, KPIs capacity and capability
to simplify the selection process. In most
cases, the process will be complicated,
since a FP has to choose between many
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parameters and each of the parameters has
own weight. The partner selection is

Partner
Network

Virtual Organization

Customers

Customers

Customers
Focal Player

Company belonging to VO
Member of Partner network

o

Fig. 1 Virtual Organization [°]

getting time consuming and complex
procedure. Our proposal is make the
process more attractive and easier for FP
by using mathematics and computing
methods.

¢. Partner Information Artefacts

All organizations have to be introduced in
the PN before join to PN. The process of
joining new member comes through
negations, interviews and questioners.
During the joining process the Partner
Network Managerial Office (PNO) collects
the information in the central database.
This information is called Partner
Information Key Artefacts and contains
required information about partner [°]. The
Fig.2 shows determined “most critical
artefacts that companies need to exchange
in IC"[%].

The most critical artefacts has been
determined on base survive of 20 SMEs
from different domains. Artefacts may be
exemplified as follow:

“roles, skills, organizational structure,
location

communication

data clusters, data elements
machinery/benches [**];

software apg)lication systems, ICT
technology [**];



servers, network nodes,
systems

critical factors, business objectives, key
performance indicators (KPI)

risks, issues, action plans

projects” [

operating

Fig. 2 Enterprise Key Artefacts

This is basic and necessary information
that PN has to collect from new company,
which has willingness to join the network.
The information will be also used during
the formation of the VO [*]. In next
chapter it will be define the criteria base on
the key artefacts.

3. PARTNER SELETION CRITERIA
a. Criteria in literatures

During the formation of VO organization
the FP faces with a challenge of selection
“proper” and “right” partner. "However
despite the growing numbers and
increasing  significance  of  strategic
alliances, many fail ... such failures may
be for many interrelated reasons - and may
be defined in various ways - two common
causes are poor partner selection and poor
alliance management”[**] [*°] [*'].

“Any collaboration begins with analyzing
potential partners ... Realizing potential
alliance benefits depends on selecting
appropriate  partners”[**]. This section
provides an illustration of criteria which FP
takes as preferences in time the partner
selection. There are many research are
dedicated on partner selection topic on
base on particular parameters and
collaborative utilities. Feng et al. suggests
a method for partner selection of
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codevelopment alliances using individual
and collaborative utilities [*®]. Wann et al.
propose in the research work “how firms
should select alliance partners for entering
competition advantage” [*°]. Author
proposes the criteria and sub-criteria for
partner selection. “After some interview
with some experts and practitioners in
high-tech industry, the study develops five
big criteria to determine how to select the
best partners.

Characteristics of the partner

e Marketing knowledge capability

e Intangible assets

e Complimentary capabilities

o Degree of fitness” [*].

Geringer, 1990, has distinguished the

criteria  on task
dimensions of selection partner [
Kannan and Tan, 2002, have defined the
criteria [*] as “quantifiable or “hard”
criteria such as price, delivery, quality, and
service are routinely used for selection and
assessment [?] and “soft”, difficult-to-
quantity factors such as management
compatibility and strategic direction of the
partner have also been shown to be
important, particularly in the context of
strategic buyer-supplier partnership [*],
[?]”. In survey has been observed 411 US
companies from different domains.
Assessment criteria have been ranked
partner performance by participants. This
research work demonstrates FP expectation
in front of partners for VO.

and partner-related
20]'

b. Partner selection criteria for
formation VO

It was defined Enterprise Key Artefacts in
the previous section. Each of the artefacts
has criteria, attributes and dimension. In
the selection it is presented criteria that our
group found during the investigation in the
research works.

In case “roles, skills, organizational
structure, location” artifact can be applied
criteria Technology [%], [%], [?®],[?°] which
has following attributes: Technological
compatibility (TCOMP), Assessment of



future manufacturing capabilities (FMC),
Supplier’s speed in development (SSD),

Supplier’s  design capability (SDC),
Technical capability (TCAP), Current
manufacturing  facilities/  capabilities
(CFC).

“Communication channel” artifact defines
as Relationship [**],[*°] criteria. It criteria
have attributes: Long-term relationship
(LTR), Relationship closeness (RC),
Communication openness (CO),
Reputation for integrity (RFI).

Criteria resources can be applied for
“Machinery/benches” artefact. In this case
the attributes can be interpreted as:
Competency, Quality, Time, Volume,
Costs, Flexibility, Environment.

“ICT technology” has criteria as
“Information/knowledge”. The criteria
have attributes:  Quality, Integrity,
Availability, Exchangeability,
Confidentiality, Updatability.

“Key performance indicators (KPI)” are
criteria itself that can be split on the
attributes, which has been figured out
during the interviews with mangers of
production companies: volume of output
during the period, kg/period, labor usage
for the period of time, h/period,
productivity, h/ton,,project's profitability,
%, space performance, kg/m2,
consumption of welding gases,
bottles/period, individual performance, the
number of kilograms of finished product
per 1 worker per month, kg/person, number
of delays of product output, outturn, %
“Projects” artifact can be applied “Past
performance - past experiences in VO”.
Namely, “ Successes and failure in past
collaborative activities are evaluated as
significant indicators of readiness for
future collaboration” [*"].

4. COOPERATION WITH OTHER
RESEARCHES

The artifacts were used in this paper is a
result of collaboration research with
colleagues from Tallinn University of
Technology.
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This paper is a sequel of the research work
introduced in paper “Business and it
alignment in enterprise considering the
partner network’s constraints”. The paper
gives details of the enterprise artifacts
which are necessary for join the new
member to the PN. Also it indicates that an
enterprise IT has to be aligned with its
Business Model. The IT alignment is a
significant activity for the company to start
the cooperation on Virtual level of
cooperation such as VO.

The research presented in this paper has to
be verified and validated by any method.
This is task of the following collaboration
research with another colleague. Paper
“Quality improvement methodologies for
continuous improvement of production
processes and product quality and their
evaluation” indicates the improving
methods. It also introduces the ways how
to improve the management processes in
VO.

The general scheme  of
interconnection is depicted on Fig.3.

papers

Covered by paper ,,Business and IT alignment in enterprise
consideration the partner network constraints*
Collecting of information artefacts from new members of partner network

<L

Covered by paper ,,Partner selection criteria for forming virtual
organization*
Partner evaluation by artifacts collected in parner network

&

Covered by paper ,,Quality improvement methodologies for
continues improvement of production processes and production
quality and their evaluation®

Selection of quality improvement methodology in partner network

Fig. 3 General scheme of the Research

5. CONCLUSION

As the result of the research can be
concluded that partner selection is a multi-
decisional process and a FP should define
the most significant preferences and on its
base make a final decision respecting to
partner. A result of the whole project can
fail, if FP does not consider of the possible
threats related with the selection partners.

In this paper indicates the criteria that
should be considered and the criteria
amount is quote many. Next research will
focus on the methods and tools, which can



be applied for evaluate introduced criteria
and weight the criteria to assist a partner
selection process.
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VALUE-CENTERIC BUSINESS: AN IN-DEPTH ANALYSIS OF ONE
CASE COMPANY

Randmaa, M. & Otto, T.

Abstract: Many different interpretations of
value co-exist. Sometimes it is the (re)-
interpretation of value that reveal new
value [1]. Companies, who discover
changes and possibilities within the value
system first and make use of these are
considered to be Prime Movers and often
are more successful than the late adapters
[2].

We have conducted an in-depth analysis of
one successful construction company,
made case analysis on literature bases and
have formulated a practical methodology
for analysing and developing value-centric
products, services and business-models.
This paper is describing data collection
and analysis processes of prescriptive
phase of the research.

Key words: value-centric design, business
development, qualitative research, case
study.

1. INTRODUCTION

In the early years of the twenty-first
century, we confront unprecedented
challenges in our human endeavours. We
have a burgeoning and aging population;
we face pressures on all types of resources
from food to energy and materials; our
activities have damaging impacts on many
aspects of our natural environment; and we
live in an intensely competitive world
where economic prosperity depends on
translating  ingenuity into  products,
services, and systems for sale in world
markets [3].

Traditionally manufacturing companies
employ a structured approach to the
development of their programme of
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physical products in order to secure quality
levels and requirement fulfilment [4].
Regarding the services, the research
domain of service marketing is focusing on
establishment of a consistent delivery
quality and the exploration of the detailed
process in the interaction between
customer and supplier [4]. New Service
Development models attempt the adaption
of structured development process models
to the requirements of having a service
process as an object of design [4].

We see that the development focus should
be on value instead of product or service,
as value is the core concept of integrated
product, service and business development
and thus propose that a value-centric model
of these processes will be beneficial and is
much needed [5].

It is our ambition to contribute to the shift
towards value-based thinking by opening
up some new  perspectives  for
understanding the value system and
noticing new product, service and business
model design potentials for better
competitively and efficiency of a company
[5].

In this paper we first describe the need for
new value-centric development models.
Then we bring out major aspects in
choosing data collecting and analysing
methodologies for our case company.

Next we give an overview on qualitative
research within Company A and bring out
major success-factors with brief reasoning.
Finally we raise our next cornerstones and
goals for further research.



2. NEED FOR NEW VALUE-CENTRIC
DEVELOPMENT TOOLS

Globalization and information technologies
have made the economic landscape more
transparent, customers smarter, more
demanding and networked. However, not
only the changes in the landscape of
economics have influenced the customer
behaviour. Michael Edgar has brought out
eight major changes in social sphere [6, 7].
Vargo, Lusch and Morgan also state that
individuals become increasingly micro
specialized- there is an increasing need for
specialized services [6, 8]. It is due to these
dynamic changes that new retailing formats
develop and consumers want to change
their mix of value providers- social and
psychological cost of time changes. How
consumers value different activities,
products and services changes dynamically
depending on customers™ context and life-
style.

Also the wishes of industrial customers
have changed- industrial customers value
how well value propositions harmonize
with their existing components, processes
and strategies [6, 5]. In the field of
manufacturing there are also some early
signs of shift from production- centred
manufacturing  to  production-service
centred manufacturing. As quality and low

price. of a product have become
prerequisites, the market is now becoming
to demand extra  services from
manufacturers.  Distribution,  product

lifecycle management, database services,
prototyping, testing, financial services,
repair and maintenance and consulting are
just few of the services customer can have
benefit from. One can assume that the
demands to a manufacturing company will
increase in time. In order to be ready for
the shift, enterprises will need to make
changes in their strategy, structure,
management, and start looking for partner-
enterprises to unite the strengths and face
the challenges of the futures high-
demanding business environment [5].
Process-centric view of business changes

170

for human-centric view of business, which
means that people are seen as the active
agents of business rather than processes.
Verna Allee [6, 9] is developing a new
promising theory and methodology for
understanding the value network within
and outside a business.

There may be some major opportunities to
apply co-creation models between different
parties of economy (customers, suppliers,
retailers, producers etc.), that would
change how value is created, delivered and
perceived- and thereby increase efficiency
and competitiveness of value systems [6,
7].

The car would have no value if no one
knew how to drive, had access to fuel and
maintenance, and functioned in social
networks, for which particular automobiles
have particular meanings, etc. The car
only has value when the customer makes
use of the it- in the context of his or her
own life. In this case customers,
manufacturers and social services co-create
value [10].

3. METHODS USED FOR
DESCRIBING CASE COMPANY

Design and the creativity and innovation
involved in it are “living things moving in
a field.” By limiting their movements, they
may be described with greater accuracy,
but their natural movements then slip away
from the scope of such delineation [11]. It
is a challenge to give valuable suggestions
to an organic system.

As roots of the entrepreneurship paradigm
are also in psychology and sociology, it
makes sense to use qualitative methods
while digging deeper into our research
[12]. Qualitative approaches are used when
wishing to go beyond mere description at a
generalizable level in empirical
investigations [12].

During the first stage of the research we
gathered information, experience and
feelings from within a construction
company. We were included in decision-
making, managing, marketing, bidding,
accounting, construction, processes during



3 years, that was a sufficient time for
gaining a feel of how the company worked
within its economic landscape and help it
develop its value propositions and
business-model.

During and after active research-period we
conducted various qualitative  data
collecting strategies, such as interviews,
conversations, observations, documentary
studies and self-reports.

Although the economic landscape is
constantly moving and the business is
constantly developing, we try to perpetuate
the moments by comparing the numbers
and indicators before, during and after the
research. This is how we gathered
quantitative data for the research.

4. RESEARCH WITHIN CASE
COMPANY

4.1 General Description of Company A
Company A is a successful micro-sized

construction, using developed modular
solutions. Regular clients are industrial
companies and farms that need fast and
effective construction service.

Company A is outsourcing all the services
it needs (accountancy, construction
drawings, material transport, montage etc.)
and is mostly seasonal (projects are
executed from late spring till early winter,
when the dirt is soft). Small size gives it
some advantages: low fixed costs,
dynamics, independence, and efficiency,
easy and transparent management.

Table 1 shows Company A’s economic
indicators and descriptions of the economic
environment within construction field at
the time. Although the number of contracts
annually has varied in time, the average
contract volume has constantly been
raising, even though the competition has
grown and EU subsidies have been
reduced. This proves that Company A's
business model is strong and working well

company founded in 2006 and offers turn-  in its niche market.
key solutions in the area of industrial
2006 2007 2008 2009 2010 2011 2012 2013
Number of 3 6 10 12 12 14 8 4
contracts
Average 33300 33300 36 000 38400 33700 53 800 163 100 237 300
contract
volume
Biggest Economy Continual Economic | Export Organizati | The rapid Economic | The EU
changes in develops re- crisis. growth to on of the developme | crisis. subsidy
business fast and organizatio | Russia's EU market, the | nt of Arrears. reduction.
environment caotically. | nof economic countries. outflow of | economy. Organizatio
Many economy. stagnation, constructio n of the
companies | Determinat | which was n workers market.
experience | ion of state | manifested in Finland.
growth. inspection | inthe re-
system and | profiling
standards the
industry in
Estonia.
Biggest Rapid Gaining Previous Several Previously | Hiring Contracts Reduction
changes in growth of experience | orders are orders to built managing become of orders
business orders due | inthe good Finland buildings director bigger and EU
model to low business, references | and Aland | work as subsidy.
competitio | developme | for new advertisem Competitio
n. nt of clients ent n grows
business
standards
No of quotes 36 70 120 320 380 460 460 500
made
Quotes to 8,3% 8,6% 8,3% 3,8% 3,2% 3,0% 1,7% 0,8%
contracts, %
Turnover 100 000 200 000 360 000 460 700 404 700 753 800 1305 000 949 358
Profit 2000 4000 6 800 15 000 7800 20 000 25 000 19 800

Table 1. Company A’s economic indicators with short background information
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Field Common practice in the
industry

Changed practice in company A

Outcome of the changes

Contract e Cost for a shed, guards, toilets
etc. are included in price.

If the client has a secure shed
close to the building site and
allows to store engineering
tools there, then the price is
excluded. The same goes with
toilets etc.

e Itisclear to every party that in the
end, the client is paying for
everything, so the client can
customize its construction
contract and service.

e Cost for al the machineries
needed is included in price.

If the client has some sort of
machinery that can be used in
construction  process  (lift,
tractor, bucket etc.), then the
price is excluded.

e It is easier for Company A to
organize machinery to the
building site. Contract price is
reduced.

e Contract and payment
schedule is fixed.

Contract and payment
schedule are beneficial for
both parties (a balanced
compromise is worked out).

e The contract is customizable for
both parties. Contract followes
good business ethics and is
targeted for win-win solutions.

e Contract is long, percise and
contains juridical text, that is
difficult to understand.

Contract is short and is based
on good business ethics. Main
principles are agreed, and
both contract partners are
working to  fulfill  their
responsibilities.

e Partners are equal and are
willingly trying to fufill the
contract. Often evolving in good
cooperation.

Construction e Usually site managers are not
discussing with construction
workers or asking for their

Site manager is
communicating closely with
construction workers, to get

e Quite often construction workers
give good suggestions on how to
raise efficiency and develop

employ workers and have to
pay for accomodation, duty

construction workers, close to
building site.

opinion. their feedback on construction construction design. This practical
design, schedule etc. knowledge can be used in coming

projects.
e Construction companies | ¢ Company A hires local | e Price for construction works

reduces, local workers get some
work and can suggest their local

assignment and friends and companies when
transportation. needed (cranes, splinters etc.).
Production e Usually companies give | ¢ When giving drawings to | e Practical, cost effective design

drawings to production and
expect exactly what has been

production, Company A asks
for alternative suggestions for

(also in the future, because project
designer has been involved and

drawed a better price and better educated).
manufacturability. Often
production company has long
discussions  with  project
designer to make
compromises where practical
Design e Usually designing | e Company A brings designers | e Price for a client reduces, the

departments have no practical
experience and have had no
practical  discussions  on
manufacturability —of their

together with manufacturers
to discuss about optimizing
the design and reducing price.

system becomes more effective.

(because they do not need to
calculate so percisely then,
and then they feel less
responsibility)

dimension designs, where it is
not needed.

design.
e Usually designers make over | e Company A requires their | e This often makes designs ligher
dimensioned drawings designers to not  over and reduces price.

Location e Companies usually have
representative offices. This
raises  fixed costs and
flexibility of company

Company A has no
representatve office. It holds
meetings in various cafe’s and
rather visits clients at building
sites

e Client does not need to pay for
office or secretary to make coffe.

e Usually construction
companies hire designers,
accountant etc. and makes
them to work in the office.

Company A buys designing,
accountance and other
services from specialists all
over the country. Information
is shared by e-mail or phone
calls.

e Prices are usually lower than in
big cities and people are better in
cooperation. This also gives better
flexibility compared to employed
worers.

Emotions e Usually contracts and
construction works are as
emotion free as possible.

Company A enables its clients
to customize its service and
include them in construction
process.

e This creates emotional link
between the client and its new
building, that is usually much
appreciated. It also helps to raise
efficiency within  the value
system.

Table 2. Common practice within the industry and tactical changes of Company
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4.2 Perceptions from within Company A
Company A is customer-centric, trying to
understand the context and needs of every
client. It is open and honest, telling
potential customers that ,,in the end, you
are paying for everything®“, therefore the
client is motivated to choose what he wants
to pay for and what not (whether it wants
to pay for additional security and storage
room or let construction workers keep their
machinery  in  customer’'s  existing
facilities).

4.3 Tactical changes and their impact
Table 2 shows some major tactical changes
of Company A and their impact, compared
with common practice in the industry.

It appears that Company A is approaching
its clients personally and is willing to
customize offers that enable saving and
economic efficiency. Company A attempts
to sense the value system and use its
customer’s resources, therefore engaging
customers to construction process, if they
feel interested. This creates emotional
attachment to the new building (usually a
life-dream of a man) and helps them to
reduce building costs. Company A is
keeping its dynamics by employing as little
workers as possible, buying services from
all over Estonia, to make use of the Internet
era and keep the costs low. Company A
brings together construction workers,
designers, manufacturers and logistic
companies to discuss about product
manufacturability, assembly, cost etc.
issues. Company A is always developing
its design and services to raise efficiency
and lower costs.

44 What Can Be Learned from
Company A?

Company A is using successfully a
different business model than other

construction companies in Estonia.

1. Company A is aiming for system
efficiency and cost reduction:
a. Istrying to view the whole value
system
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Is enabling its customers to
contribute to construction process

Is outsourcing most of the services it
needs. This also keeps the company
dynamic

Is gathering information from
construction workers, designers,
production companies etc. for better
ideas and development

Is ordering from smaller companies
from all over Estonia

2. Company A is flexible in order to
achieve win-win-win solutions

a. Contracts are simple and developed
for mutual win, if possible
Company A is listening to
suggestions from its construction
workers, manufacturers etc.

b.

5. SUBSEQUENT RESEARCH

After analysing and understanding research
data from Company A in depth, we did a
literature review and case analysis on
literature basis. We developed a new value-
centric  methodology for developing
products, services and business-models.
Results are presented in articles [6] and [5].
Further research will be done on other
existing companies, where developed
methodology will be tested.

6. CONCLUSION

Many different interpretations of value co-
exist. Sometimes it is the (re)-
interpretations of value that reveal new
value [5]. Companies, who discover
changes and possibilities within the value
system first and make use of these are
considered to be Prime Movers and often
are more successful than the late adapters
[2].

We have made the first steps to develop a
practical methodology for analysing and
developing value-centric products, services
and business-models.
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DEVELOPMENT OF THE INTELLIGENT FORECASTING MODEL
FOR MANUFACTURING COST ESTIMATION IN POLYJET
PROCESS

RimaSauskas, M.; RimaSauskiené, R.; Balevicius, G.

Abstract: In  global manufacturing
environment, high  product quality,
manufacturing  flexibility —and low

production cost are the main keys to
competitiveness. Additive layer
manufacturing (ALM) technologies have
very high level of flexibility and could be
used for production of precise parts. In
other hand these technologies are still very
expensive. This paper presents the model of
manufacturing cost estimation according
to the part geometrical parameters. The
manufacturing cost estimation method is
based on Artificial Neural Networks
(ANN). ANN is helpful in the situations
when conventional linear regression does
not work. The obtained results have been
considered, discussed and appropriate
conclusions have been drawn.

Key words: additive layer manufacturing,
cost forecasting

1. INTRODUCTION

In the rapidly changing manufacturing
environment of today, it is crucial to
quickly and accurately react to the ever
changing demands of the environment.
Such customer demands as low product
price, high quality or short delivery time
have become an inseparable part of
manufacturing. On the other hand
challenges such as these force engineers
and scientists to create new technologies
and seek optimal solutions. Recently a
great deal of work has been done in the
area of additive layer manufacturing [']. It
is necessary to admit that earlier ALM
technologies were created with rapid
prototyping and custom production in mind
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however challenges from the environment
make these technologies change as well.
Currently, the factor of new materials and
flexibility is gaining importance. Hence
with the constant improvement of
technology and especially the increasing
emergence of new materials, it becomes a
perfect tool not only for prototyping but for
serial production too. Moreover ALM
technologies in specific areas such as
biomedicine could be used [* ®. Such
trends give rise to expectations that in the
future these technologies will become of
increasing importance in the field of
manufacturing [*]. A contributing factor to
such speculations is the constant expansion
of open source machine supply and
demand. On the other hand adoption of
these technologies gives rise to a great deal
of technical problems. The accuracy of
equipment and produced parts as well as
repeatability, recycling of materials,
definition of optimal work modes,
determining of manufacturing cost, these
are the areas that currently require more
clarity [°]. Hence the customer is interested
not only in the properties of the products,
but also delivery periods and product price.
These qualities are inseparable from
production expenditure and production
time evaluation. On the other hand it is
worth mentioning that ALM technologies
are still fairly expensive, therefore cost
forecasting in the early stages of product
design becomes very important.
Manufacturing cost forecasting can be
conducted using such widely known
methods as:

Parametric cost forecasting;
Forecasting by applying artificial
intelligence;



e Forecasting based on  experts’
experience;

e Forecasting by means of knowledge-
bases;

Forecasting by means of classifiers [°].
Parametric models work great, when a
linear dependence can be established
between manufacturing cost and the factors
that define them. In the meantime models
based on artificial intelligence are great for
processing non — linear dependencies and
can be used to solve manufacturing cost
and quality forecasting problems [*®]. On
the other hand, forecasting by means of
applying expert knowledge or experience is
also suitable. However, lack of information
remains a major flaw. Even though all
ALM technologies share the same principle
— layer by layer manufacturing, there still
exist differences that influence
manufacturing cost. Application of the
same practical knowledge on different
technologies is a very rare occurrence.

The aim of this publication is to collect and
analyze information about Poly Jet
technology, determine the main factors that
have influence on manufacturing cost.

2. DEVELOPMENT OF COST
FORECASTING MODEL
STRUCTURE

A crucial step to model creation is creation
of appropriate structure. It consists of
selection of input variables, data collection
and processing and neural network
structure  selection. The established
network needs to be trained, its validation
and testing must be performed. In this case
it is not only crucial to have good
knowledge of operation principles of
neural networks, but also on the
technologies under investigation. The
publication analyzes factors of Poly Jet
technology that may have influence on
manufacturing cost. The technology under
investigation is one of the newer industrial
ALM technologies; it distinguishes itself
with accuracy and good repeatability.
Photopolymers with different properties
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are used as production materials, which
allow production of products with varying
mechanical and visual qualities. Other
technological parameters are provided in
previous publications [**1].

However, it is necessary to pint out main
factors that influence manufacturing cost —
production time, material consumptions.
where, T — total production time, Ts —
setup time, T, — post processing time, T, —
machining time, in this case — printing
time.

where, M — total material consumption, M
— support material consumption, M, —

model material consumption.
Total material consumption, as in most

ALM technologies consists of model
material and support material. In the
meantime, manufacturing time can be

divided into machining time and time
meant for supplemental operations.
Preparation time is intended to prepare 3D
CAD model as well as to prepare the
machine for operation. Preparation of 3D
model varies according to the qualification
of the operator, therefore it is difficult to
forecast. However post processing time
meant for removal of the finished part from
the machine and support material from the
surface is also hard to forecast as well. It
depends on the experience of the operator
as well as the complexity of the part. It is
known that highly detailed parts, or parts
with deep holes or small construction
elements requires longer post processing
time. In the meantime, machining time
depends on model geometry, positioning,
size and machine possibilities. In this case
Objet 30 machine with two nozzles — one
for model material, other for support
material was used for experiments.
Thickness of the layer being printed is
constant and equal to 28 pm. Printing
resolution in x and y axes is 600x600 dpi.



Maximum dimensions of a model are
294x196x150 mm. The printing speed is 8
mm per hour, as declared by vendor.
Achievable printed part accuracy is 0.1
mm. However, real printing speed is highly

dependent on model, therefore such
forecasting method  becomes  very
inaccurate.

In order to fully print out one layer of the
part, the nozzles must perform four passes.
In four passes a 65 mm wide layer is
printed. Therefore the positioning of the
part in the work plane is of crucial
importance to the production time. A few
positioning rules are known that help in
lowering the production time:

First and most important criterion is the
height or the part. If possible, the part
should positioned in such a way that its
size on the z axis is smallest in
comparison to x and y axes.

The longest dimension of the part
should be parallel to x axis.

As mentioned before, printing width is
65 mm therefore; when printing the
parts with dimension with respect to y
axis is larger it is necessary to perform
nozzle displacement with respect to y
axis. It is necessary to keep in mind that
displacement in y axis direction is
relatively slow.

Fig. 1 Automatic placement

In the figure 1 automatic placement of
three parts in in work area is displayed.
Automatic  placement  seeks  lowest
manufacturing cost, i.e. production time
must be smallest. However it is worth
mentioning that automatic placement
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cannot be relied on constantly, since when
aiming for the lowest production time,
material consumptions are sometimes left
unevaluated as well as accuracy
parameters. Therefore in the first case, the
manufacturing time will be 8 hours and 3
min, consumption of model material — 178
g, of support material — 88 g. After
performing manual placement, according
to figure 2, material consumptions doesn‘t
change significantly. However production
time turns out to be 10 hours 57 min.

Fig. 2 Manual placement 1

Hence we see that when the dimension of
part or parts in relation to y axis increases,
the production time becomes longer. In the
third case parts are positioned parallel to
the z axis (Fig. 3).

Fig. 3 Manual placement 2

Even though parts used are identical, the
production time rises to 25 hours 35 min.
However, the most interesting part is that
the material consumption increases greatly,
consumption of model material — 316 g,
support material — 467 g. Increase in
support material consumption can be



explained, the material is used to fill
vertical cavities. However the consumption
of model material can only be explained if
specifics of the technology are understood.
One way in which the technology differs
from other ALM technologies is the
mixing of support and model materials. On
the other hand, model material is mixed in
with intent to improve support material and
its mechanical characteristics. Also the
amount of material mixed in can be
changed by altering parameters of the
machine. Hence we see that placement of
the part not only influences the duration of
the production, but material consumptions
as well. On the other hand part placement
is very important due to before mentioned
qualities in other ALM technologies as
well.  Separate  technologies  have
intellectual models or decision support
systems created specifically for them in
order to optimize this process ['**?].

3. EXPERIMENTAL TESTING OF
MODEL STRUCTURE

Proper selection of input data is crucial for
creation of a well-functioning model. It
was determined in the previous chapter,
that dimensions and placement of the parts
are some of most crucial factors in
forecasting of manufacturing cost. Hence,
100 parts of different geometries and sizes
were chosen for experimental tests. All
parts were produced and the dependence of
production time on their dimensions was
analyzed.
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Fig. 4 Dependence between part height in z
axis and manufacturing time
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It is worth mentioning that the shortest
production time was 26 minutes, while the
longest was 35 hours and 45 minutes.
Results on how manufacturing time
changes according to part height with
respect to z axis are provided in figure 4.
This however completely disregards the
width of the part with respect to y axis, as
mentioned before that is a crucial factor.

A clear trend is visible in the provided
figure, as the height of the part increases,
so does the production time. However
overall dependence cannot be considered in
this case. Parts with width greater than 63
mm were excluded in the next step. This
was meant to eliminate the influence the
part width to the production time. As
mentioned before, during one pass a 65
mm wide layer is printed.

" [
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Fig. 5 Dependencehf)heﬁtween part height in
z axis and manufacturing time (parts width
less than 63 mm)

In figure 5, results for the performed
analysis can be seen. Here it is also worth
mentioning, that after discarding parts
whose width is over 63 mm the analysis is
performed on data from 55 parts. As it can
be seen from the graph, the dependence
between part height and production time is
practically linear when parts with width
exceeding 63 mm are excluded. On the
other hand it can be seen that there are 5
parts whose manufacturing time greatly
exceeds the allowed limits. However such
results may be due to length of the part
with respect to x axis or other geometrical
parameters. Considering previous
experiences it can be stated that in this case
length in x axis direction has negligible or
no influence on the production time. This



is perfectly illustrated by the further test. In
figure 6 are two identical parts placed
along x axis.

i
Fig. 6 Positioning of the parts along x axis

Manufacturing time for both parts is 7
hours 28 minutes, however with one part
removed, production time decreases to 6
hours 50 minutes. Such difference shows
that part length along x axis has negligible
influence to production efficiency. On the
other hand this also stands to show that
material consumption is not a proper factor
to production time. In this case material
consumption decreases by exactly two
times, however the production time
decreases only by 30 minutes.
Theoretically, a neural network with one
hidden layer containing sufficient neurons
of that layer can approximate any
continuous function. In practice, neural
networks with one or two hidden layers are
most frequently used [**]. This information
is used when making the structure of a
neural network. A network input layer is
created of the following part parameters:
height — part dimension in direction of z
axis, width — part dimension in direction of
y axis, length — part dimension in direction
of x axis, material consumptions. Thus,
during testing neural network with one
hidden layer will be wused. Transfer
function will be determined
experimentally. The one neuron transfer
function may be expressed as follows:

g

n
> Wi -Xj+b
i=1

©)
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here X1 — X, — neuron input values, wy —
Wh

— weight values, b - displacement.
Mathematical model of a two layer neural
network may be expressed as follows:

Y = foWo Wi X)) or  (5)

| -

here X — matrix of input values, W; -
matrix of the first layer weight values, W,
— matrix of the second layer weight values,
Y - matrix of output values, w; — weights
of the second layer neurons, w;j — weights
of the first layer neurons, X; — input values,
f1 — hyperbolic tangent function, f, — linear
transfer function.

n g
Y = f{z“wi fl[z Wij

i=1 j=1

4. FURTHER RESEARCH

Verification of the established neural
network structure will be conducted in
further research. Currently it is being
attempted to collect a sufficient amount of
verified data, to be analyzed and used to
establish the intelligent model. In further
steps of the investigation, application of
model to forecast manufacturing cost for
other machines is planned.

5. CONCLUSIONS

Performed research enables to make

following conclusions:

1. During  the investigation,  most
important factors influencing

manufacturing cost were determined —
dimensions of the part and placement in
the work area.

It has been determined that height of
the part in z axis direction is a critical
factor to production time. While
influence of part width in y axis
direction, increases dramatically when
part width exceeds 63 mm.

A neural network structure that has to
be experimentally verified and applied



for practical use was proposed.
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QUALITY IMPROVEMENT METHODOLOGIES FOR
CONTINUOUS IMPROVEMENT OF PRODUCTION PROCESSES
AND PRODUCT QUALITY AND THEIR EVOLUTION

Sahno, J. & Shevtshenko, E.

Abstract: In order to be competitive
companies try continuously improve their
production processes, product quality and
increase the level of customer satisfaction
by  implementing  different  quality
improvement programs, methodologies and
approaches. Nowadays there are different
worldwide used methodologies like PDAC,
8D, Six Sigma DMAIC, 4Q which enables
the companies to select and combine them
for continuous improvement. In this paper
will be introduced the general idea of using
these methodologies, it will be followed by
discussion where will be made the
comparative analysis that will clarify their
advantages and disadvantages and shows
in what case the appropriate methodology
could be selected.

Key words: PDCA, 8D, DMAIC, 4Q
1. INTRODUCTION

Today customer satisfaction is the feeling
of pleasure that occurs when a company
meets a customer’s expectations. Gaining
high levels of customer satisfaction is very
important to a business because satisfied
customers are most likely to be loyal and to
make repeat orders and to use a wide range
of services [*?]. A company that succeeds
on meeting and exceeding customers’
expectations is guaranteed to have great
Return On Investment (ROI) [* *]. Today
the reliable and stable production processes
influence on a lot of KPI that are very
important for business success. In addition,
metrics can provide managers with
information about problematic points and
show the real status of enterprise at certain
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time [°]. For instance the more reliable and
stable production processes is the less
scrap occurs, and less rework is needed,
which consumes additional recourses, time
and money [°]. Therefore, in order to be
competitive and successful on the market
place and satisfy customer, companies
should  continuously  improve their
production processes and product quality
by implementing different  quality
improvement programs and methodologies
["]. A quality improvement effort will lead
to a higher product and service quality that
will lead to improved customer satisfaction
[?]. In this paper will be reviewed and
discussed four different quality and process
improvement methodologies which are
intended to solve customer complaints and
problems in virtual organisation network [*
191, Presented findings are intended to be
used as information for management
decisions about what quality improvement
methodology should be selected for
continuous improvement in  Partner
Network enterprises. Figure 1 shows
related research papers but in this paper
will be presented the third part.

Covered by paper ,,Business and IT alignment in enterprise
consideration the partner network constraints*™
Collecting of information artefacts from new members of partner network

<

Covered by paper ,,Partner selection criteria for forming virtual
organization™
Partner evaluation by artifacts collected in parner network

&

Covered by paper ,,Quality improvement methodologies for
continues improvement of production processes and production
quality and their evaluation*

Selection of quality improvement methodology in partner network

Fig. 1. Related research papers

2. LITERATURE REVIEW



2.1. Plan Do Check Act (PDCA)

In 1939 Walter Shewhart displayed the
first version of the scientific method with
his cycle “Shewhart Cycle”: Specification,
Production, Inspection ["]. In 1950,
Deming modified the Shewhart cycle at a
Japanese Union of Scientists and Engineers
(JUSE). His straight line: Design, Produce,
Sell was converted to a circle with a forth
added step - Redesign through marketing
research [**]. In 1950 at JUSE seminar
Imai recast the Deming wheel into the
Plan, Do, Check, Act (PDCA) cycle and
presented the correlation between the
Deming wheel and the PDCA cycle shown
in Table 1 [*9].

Product design corresponds to the planning
phase (definition of a problem and a
hypothesis about possible causes and
solutions)

Plan

Production corresponds to doing-making,
or working on the product that was
designed (implementing)

- Do

Sales figures confirm whether the customer
is satisfied (evaluating the results)

Sales - |Production [Design -

Check

In case of a complaint being filed, it has to
be incorporated into the planning phase and
action taken for the next round of efforts
(back to plan if the results are
unsatisfactory)

IResearch -
|Action

Table 1. Correlation between the Deming
wheel and the Japanese PDCA cycle []

PDCA cycle is targeted on the prevention
of error repetition by creation standards
and the ongoing modification of current
standards. Using of the PDCA cycle means
continuously improving process/product. It
is effective in both doing a job and
managing a programme. The PDCA cycle
enables two types of corrective action —
temporary and permanent. The temporary
is aimed at results by practically tackling
and fixing the problem. The permanent
consists of investigation and eliminating
the root causes and thus targets the
sustainability of the improved process [*].
In Figure 2 shown the PDCA cycle in
detail [*°]. In the “Do™ stage it is possible
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to involve a mini-PDCA cycle until the

issues of implementation are resolved [*°].
Analyse the Establish the
differences to objectives and

determine their cause.
Determine where to

processes necessary
to deliver results in

occurdance with the
Plan

\ expected output.

1

o h
apply changes that will / A

. : !
include improvement. |
\

Measure the new
processes and
compare the results
against the expected
results to ascertain Implement the
any differences. new process.

Fig. 2. Deming's PDCA cycle [*]

2.2. 8Disciplines (8D)

The 8D process was standardized during
the Second World War by U.S.
government, referring to it as Military
Standard 1520: “Corrective action and
disposition system for nonconforming
material”. It was later applied by the Ford
Motor Company in the 1960's and 1970's.
8D has become a standard in the auto and
other industries that require a structured
problem solving process, which is used to
identify, correct and eliminate problems.
The methodology is useful in product and
process improvement. It focuses on the
origin of the problem by determining root
cause. [*']. Further presented the detail
description of every step of 8D process.
=D0: Planning phase: Plan for solving the
problem and determine the prerequisites.
*D1: Use a team: Establish a team of
people with product/process knowledge.
=D2: Define and describe the problem:
Specify the problem by identifying in
terms who, what, where, when, why, how
and how many (5W2H).

*D3: Developing interim containment
plan: Define and implement containment
actions to catch and isolate the problem
from any customer.

=D4: Determine, identify and verify root
causes and escape points: ldentify all
potential causes that could explain why
the problem occurred and why the
problem has not been noticed at the time.
=sD5: Choose and verify Permanent
Corrective Actions (PCAs) for root cause:



Confirm that the selected corrective
actions will resolve the problem for the
customer.

*D6: Implement and validate PCAs:
Define and implement the best corrective
actions. Permanent corrective action.

*D7: Prevent recurrence: Modify the
management and operation systems,
practices and procedures to prevent
recurrence of this and similar problems.
*D8: Congratulate your team: Recognize
the collective efforts of the team and
thank them formally.

One of the problems in the implementation
of the 8D methodology is using it as a one-
page problem-reporting effort. It requires
the report to be written within 24 hours, but
some steps can take a few hours, while
others can take weeks [*®].

2.3. Six Sigma DMAIC

Dating back to the mid of 1980s,
applications of the Six Sigma methods
enabled many organizations to sustain their
competitiveness by integrating their
knowledge of the process with statistics,
engineering and project management [*].
Motorola was the first company who
launched a Six Sigma project in the mid-
1980s [*]. Initially Six Sigma was applied
in manufacturing [*] but today it is
accepted in healthcare [*%], finance [**] and
service [**]. Six Sigma is a project-driven
management approach intended to improve

products, services and processes by
reducing defects [?°]. It is a business
strategy that focuses on improving

customer requirements, business systems,
productivity and financial performance.
Utilizing analytical tools to measure
quality and eliminate variances in
processes allows to producing near perfect
products and services that will satisfy
customers [*®°]. Below is present Six
Sigma’s DMAIC description.

"Define step is where a problem is
identified and quantified in terms of the
perceived result. The product and/or
process to be improved are identified,
resources for the improvement project are
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put in place and expectations for the
improvement project are set.

=Measure step enables to understand the
present condition of its work process
before it attempts to identify where they
can be improved. The critical to-quality
characteristics are defined and the defects
in the process/product developed through
graphical analysis. All potential effects on
failure modes are identified.

=Analyse step adds statistical strength to
problem analysis, identifies a problem’s
root cause and determines how much of
the total variation is.

=Improve step aims to develop, select and
implement the best solutions with
controlled risks. The effect of the
solutions that are then measured with the
KPI developed during the Measure step.
=Control step is intended to design and
implement a change based on the results
made the Improve step. This step involves
monitoring the process to ensure it works
according to the implemented changes,
capture the estimated improvements and
sustain performance [*].

2.4. 4 Quadrants (4Q)

Q1 - Measure Q2 - Analyze

Identify and confirm root
causes of the problem,

Define opportunity.
Investigate to understand
the current state in detail.

Q4 - Sustain Q3 - Improve

Maintain the
impravemeants by
standardizing the work
methods or processes.

Develop, pilot, and
implement solutions that
eliminate root causes.

Fig. 3. 4Q process [*']

4Q is data driven problem solving process
for continuous improvement also called 4Q
improvement methodology that was
developed and applied in ABB company in
2009 to stop "religious™ fights between
Lean, Six Sigma DMAIC, PDCA, 8D and
other promoters arguing superiority of one
approach against the other. 4Q stands for
the 4 quadrants: Measure, Analyse,



Improve and Sustain. The 4Q process is a
problem solving method similar to Six
Sigma DMAIC. In 4Q the Define step is a
part of Q1 Measure and also part of the

trigger that starts a 4Q project [>]. Figure 3
shows 4Q process and Table 2 presents the
basic description of 4Q steps.

Pre 4Q Q1 Measure Q2 Analyse Q3 Improve Q4 Sustain
eDevelop draft | eForm the project | eAnalyse eTeam creative | eSelect control
problem team variation brainstorm solutions | techniques (SPC)
statement ¢SIPOC process | eAnalyse o Select optimum | eStandardize via
e Take immediate | map waste solutions documentation
action eCapture VOC & | eTeam e Conduct pilot study | eDevelop control
eldentify initial | translate to CTQ brainstorm to | (or Risk Analysis) metrics (KPI’s)
project scope o Stakeholder map identify root | eVerify & validate | eDisengage old
oCreate business | eCommunication & | causes improvements process
case project plan e Document eDevelop ‘To-Be’ | eMonitor
e Determine e Develop ‘As-Is’ | root  causes | process map progress
objectives process map on Cause & | eReview stakeholder | eValidate
eCreate project | eValidate E_ffect map & common plan | improvements in
charter measurement system | diagram e Implementation process
oCreate and enter | oDevelop data | *Selecttop 3- | business case (cost | performance
project white | collection plan 5 root causes &  benefits) & | eShare lessons
sheet into SMT ¢ Collect data e Validate solution plan learnt
eProject sponsor | eCalculate baseline | Selected root | eProject  sponsor, | (organization
approval t0 | process performance causes as | process owner and | memory,
proceed eRevisit  problem actual  root | budget holder | newsletters etc)

statement causes approval to proceed e Thank the team
e Project sponsor | ® Project eImplement actions | eCelebrate
approval to proceed sponsor on solution plan success
approval  to ePlan future
proceed activities
¢ Close project
Table 2. 4Q process basic description [* *°]

3. DISCUSSION

There are not so many differences between
above observed methodologies as they
follow a scientific and methodical way to
solve the problems. Table 3 shows
methodologies evolution (from left to
right), correlation and summary.
*PDCA cycle is the classic problem
solving approach used in a Lean
environment and mostly in automobile
industry. It is a fundamental concept of
continuous  improvement  processes
embedded in the organization’s culture.
The most important aspect of PDCA lies
in the “act™ stage after the completion of
a project when the cycle starts again for
the further improvement. PDCA is used
for medium sized problems [*].
=8D is an effective approach at finding a
root cause, developing proper actions to
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eliminate root causes and implement the
corrective actions. The goal of 8D
focused on fast reaction to customer
complaints. Typically the first three steps
should be accomplished and reported to
the customer in three days.

=Six Sigma DMAIC is systematic and fact
based approach that provides a rigorous
framework for project management, also
used to create a ‘“‘gated process” for
project control. Six Sigma DMAIC is
mostly applied to solve big problems
where a lot of data available and where
statistical tools should be applied. The
DMAIC project may last more than three
month, it depends on how complex the
problem and process to be improved.

=4Q process is a problem solving method
that is similar to the above mentioned
methodologies that is intended for
continuous improvement of processes. It



was developed by ABB company to help to solve 90% of all issues [*].
Steps PDCA 8D Six Sigma DMAIC 4Q
Plan DO: Plan Define Pre 4Q
D1: Identify team
D2: Define problem
D3: Contain symptom Measure Measure
D4: Identify root causes Analyse Analyse
Do D5: Choose corrective action Improve Improve
D6: Implement corrective
action
Check D7: Make change permanent Control Sustain
Act D8: Recognise the team
Comparison of methodologies for continues improvement application
Year 1939 1940’s 1980 2009
Industry | Automobile Automotive Manufacturing of all Automotive,
type, healthcare, electrical,
finance, service
Project / | Medium sized, Small, some weeks Big, till 12 months Small and medium,
problem | till 3 months and even more 1 week till 2 months
S1Ze
Used / | For continuous | For automotive industry and | For large problems | For continuous
Applied | improvement | focused on fast reaction to | where huge amount | improvement of
of small | customer complaints of data and statistics | various problem
problems used (allowed to solve
90% of all issues in
ABB company)

Table 3. The evolution, correlation and summary of presented methodologies

4. CONSCLUSION

In this paper were observed different
continuous improvement methodologies,
their capabilities, similarity and application
to different situations. Every company can
select and use a proper methodology and
even combine some of them in continuous
improvement of their processes. It is very
important that the right methodology is
correctly selected according to the needs
and demands of the company and further
applied to the appropriate process.
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ENERGY EFFICIENCY MONITORING SYSTEM FOR
TECHNOLOGY MAPPING DRIVEN BY FoF CONCEPT

Sarkans, M.; Pikner, H.; Sell, R.; Sonk, K.

Abstract: To stay competitive in the global
market the enterprises must find
possibilities to make production more
efficient. Taking into consideration the
production process what is energy
consuming it is also essential to look at the
energy  consumption in  enterprise.
European Union has started an initiative
FoF (Factories of The Future), where main
purpose is to increase the competitiveness
of the SME-s through more efficient use of
the resources. One of the goals of this
initiative is the energy saving in production
and in factories in general. In this study
under the investigation is production
facility where mini-loaders and their tools
are produced. The modular energy
monitoring system platform is designed
and tested in real production environment
to prove its suitability.

Key words: monitoring, prototype, energy
consumption, welding technology

1. INTRODUCTION

To stay competitive in the global market
the enterprises must find possibilities to
make their production more efficient.
Taking into consideration the production
process that is mainly high energy
consuming it is also essential to look at the
energy consumption in enterprise. In
European Union it is started an initiative
FoF (Factories of The Future), which main
purpose is to increase the competitiveness
of the SME-s through more efficient use of
the resources [*]. One of the goals of this
initiative is the energy saving in production
and in factories in general.

Several studies are made in different detail
levels considering energy usage in factories
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and in production. Considering energy
management and factory planning [], an
online monitoring approach for energy
efficiency monitoring [[] and a
comprehensive  analysis  of  energy
consumption of production process []
gives a brief presentation of the issues of
the energy monitoring challenges.

2. PROBLEM STATEMENT

In this study under the investigation is
production facility where mini-loaders and
their tools are produced. As there are many
production processes in the factory in first
step the welding process is studied because
it is somewhat less investigated than others
considering energy efficiency.

Therefore device for monitoring of welding
equipment is needed for charting of the

welding technology in the partner
company. The solution should enable to
gather  welding data during the

implementation of different products and to
evaluate the efficiency of the current
welding technology. The analysis of the
gathered data enables to  make
improvement propositions of the welding
process to the partner company.

In the long term if the solution is
implemented to all welding devices in the
company, it enables to gather workplace
based and enterprise wide data about the
welding process. This kind of solution
should decrease the workload of the
welding specialist, who is otherwise must
gather this data manually. Based on the
previous experiences the charting time can
be from several hours to several weeks,
depending of the product. Using the
monitoring device only the gathered data



must be analysed based on suitable
algorithm and the results can be presented
to the enterprise.

During the welding process there are
several parameters what must be
supervised during the charting of the
welding process and also during the
welding process. Parameters that must be
monitored are: welding voltage, welding
current, arc time.

3. SYSTEM OVERVIEW

The energy monitorin_ | N
to be a modular and open for different
kinds of factory setups. The system is a
combination of different hardware and
software modules.
The communication between system nodes
is combination of wired and wireless data
exchange. Short distance communication
between measurement node and subserver
is  wireless and long  distance
communication between servers and end
user is wired, primarily over the Ethernet.
End user has web based user interface that
enables to access to collected data, video
stream and history. Administrator user has
additional features like: system parameter
modification, adding new nodes and
workplaces, exporting data, etc. Fig. 1
presents a system overview.
In the Fig. 1 four different levels can be
distinguished. Starting from down to up,
these are:

e Sensor level (marked as S1 to S4)
Wmonitor level
Subserver level
Server level

Fig. 2. Web based user interface

................................................................ Ethernet

Wireless
Digital

Wmeonitor n

II |
s1/ 52/ s34 ‘
) " |

L /
L O 0

rgy efficiency wireless
measurement system architecture

| L5 A

Fig. 1. Ene

Sensors are connected directly to the
Wmonitor module and provide real-time
current measurement over the analogue
channel. Wmonitor passes collected data to
the subserver over the air by using XRF
radio modules. This enables to spread
system easily in the factory floor without
requiring additional wires installation.
Subservers are usually used one per factory
room and they communicate with the
database over the conventional Ethernet
connection. This can be either wired or
wireless, depending on the system setup.
The overview and snapshots of the
workplace are taken by the cameras
connected to the subserver and images are
stored into database or main server file
system. The main server provides web

interface for end user and enables to




visualize data. It also combines the video
stream into user interface and enables
administrator to manage system parameters
and perform data analysis.

The software concept is following the
framework of early design and simulation
toolkit developed by Sell and Petritsenko
[°], in conjunction with dimensionless
analysis developed by Coatanéa [°]. This
framework provides tools and
methodology to efficiently develop system
concepts in early design stage. The
framework is successfully applied for
mobile robot development [**°] as a
mechatronic system, but is now expanded
to the distributed mechatronic system like
energy efficiency monitoring system,
presented in this paper.

The software implementation has a three
level architecture where the lowest level is
controller software and the highest level is
web interface and database connection. In

the Fig. 2 an end user interface is
presented.

3.1 Wireless network

The monitoring system is designed

primarily for the use in the existing plants
and factories and therefore installation of
additional cables can be problematic. As
the sensors must be connected directly to
the energy consumer mains wire, the
location of the Wmonitor module and
sensors cannot be chosen very flexibly.

Based on this limitation the data between
Wmonitor and subserver is transferred over
the radio link. During the development,
different wireless solutions like XBee,
Bluetooth and XRF were tested. XRF was
selected according to its better propagation
characteristics in the industrial
environment. Wireless connection between
the subserver and all the Wmonitor
modules share the same channel. All
transferred packets are visible to all
modules in the same channel. Package
sorting is done by software, where one
subserver can handle over 20 Wmonitor
modules. If two or more subservers are
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near to each other they must be set on
different channels to avoid data collisions.
Fig. 3 describes  the  wireless
communication hardware setup.

Sub server 1| |Sub servern
| XRF | XRF
i i i i
Y. Y

-
-

XRF
XRF

Wmonitor In_ XRF
Wmonitor nn. XRF

Wmonitor 11]
Wmonitor nl

Fig. 3. Wireless network  between
Wmonitor modules and subservers

LLAP  protocol (Lightweight Local
Automation  Protocol) is used to
communicate between the XRF module
and subserver. The protocol is human
readable and composed of ASCII
characters. The message is 12 characters
long in 3 distinct sections [*°]. Packet
format is aXXDDDDDDDDD where:

1. "a" is lower case and shows the start of
the message

2. XX is the device identifier (address A-Z
& A-2Z)

3. DDDDDDDDDD is the data being
exchanged.

Example of data package: aDB15100-----

3.2 Software solution

The main server is connected to the
Internet, and therefore can be located
anywhere in the world. The server is
connected to the MySQL database that
holds all sensor readings as well as system
setup and other relevant data. Sensor data
entry is written by subservers that get the
real-time data from sensors through the
Wmonitor modules. The configuration
information is needed to store the system
configuration like: number of modules,
types of sensors, as well as workplace
information and equipment specifics. A
web based user interface interacts with the
database where the configuration interface
enables administrator to modify all the



system settings. The main server’s internal
structure is shown in Fig. 4.

Main server V-l
Tser interface ! A
[I ser Lmu!du-l' Batabase l«—a! Local ethernet )
E'omi inlcrfac% s o

Fig. 4. Main server subsystem software

The subserver is mediating the sensor data
from Wmonitor modules to the database.
Number of channels, names and other
parameters are obtained from the database.

4. ENERGY EFFICIENCY
EVALUATION OF PRODUCTION

To give an overview of the factory energy
consumption the overall energy profile is
presented on Fig. 7 that is obtained from
the web service of the Energy Company. It
represents the usual energy consumption of
the production facility where mini-loaders
are produced. The work in the company is
""""" fondd in wen ~hifts First shift starts at

Italso has an USB cor rig 7. Factory energy consumption profile 30 where the most

camera to include the icar uinic viucu w
snapshot images in addition to sensor
readings. The internal structure of the sub-
server is shown in Fig. 5.

Sub server

LLAP message handler e TN )

(_Local ethernet )
. )=

A N
<_ XRF radio ‘ Database handler ‘
| 1

Error handler

Fig. 5. Subserver internal structure and
software

Wmonitor software interprets received
LLAP protocol messages. In response it
sends the reading of the desired channel.
The internal structure of the Wmonitor
module is shown in Fig. 6.

Wmonitor

|I_],AP message handler| |=»  Sensor 1

XRF radio

.| Sensors reader |
| e Sensorn

| Error handler

Fig. 6. Wmonitor module internal structure
and software
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energy-consuming (incl. welding,
mechanical treatment, plasma cutting)
production activities are done. Second shift
starts at 14:00 and ends 22:30, where the

less energy-consuming (assembly,
painting) activities are done.
As the graph shows, the energy

consumption during night time is at level
25 kWh, what is used mainly for
background processes (incl. heating,
ventilation, security, appliances idle
power). To give an overview of the
production equipment the main consumers
and their weight from overall energy
consumption are given in Table 1. The
energy consumption is given as an average,
as the production takes place in cycles.
Additionally are shown the appliances that
are needed for service of the machinery
like air compressors and the lighting of the
working area.

The total energy consumption is higher
than the peaks in the Fig. 7 but the cyclic
work of the machines (welding, CNC
machines) must be taken into account.

Energy consumption profile
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2 8 8 B
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100
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1600
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Description Consump- Remarks
tion (kwWh)
1 | Background 25 Heating,
processes ventilation
2 | Welding 20 10 pcs,
equipment avg 2 kWh
3 | Welding 5 1 pc,
robot cell avg 5 kWh
4 | Plasma 9 1 pc,
cutting avg 9 kWh
5 | Drilling 4 4 pcs,
avg 1 kWh
6 | CNC lathes 12 4 pcs,
and mills avg 3 kWh
7 | Bending 3 1 pc,
avg 3 kWh
8 | Sawing 4 2 pcs,
avg 2 kWh
9 | Air 50 2 pcs,
COMpressors avg 25 kWh
10 | Lighting 20 40 pcs,
avg 0,5 kWh
11 | Others 10 Other
equipment
Overall 162

Table 1. Factory energy balance
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4.1 Case product ”Sammet damper”

The energy profile of the product “Sammet
damper” during the assembly and welding
is given in Fig. 8. This product needs to be
assembled, tack welded and arc welded.
The tack welding action is represented in
Fig. 8 by readings between 14:25 to 14:30
with values up to 2 A. After the assembly
and tacking the arc welding is done shown
in Fig. 8 by readings at starting times
14:38, 14:42 and 15:15. The top values
during the welding are at 10 A.

4.2 Case product “mini-loader base”

The energy profile of the product *“a60
mini-loader base” during the assembly and
welding is given in Fig. 9. This product
must be assembled, tack welded and arc
welded. The time between 7:37 to 7:48 and
between 8:19 to 9:33 shows the arc
welding
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Readings from the sensor

Fig. 8. Welding energy profile of product ,,Sammet damper*
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Fig. 9. Welding energy profile of product ,,a60“ mini-loaders base
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action where the readings are near to 8 A.
The product consists mainly from long
welds (500 mm to 1000 mm) and materials
with thicknesses from 8 mm to 12 mm are
welded.

As the graphs (Fig. 8 and Fig. 9) show,
each product does have it’s distinguish
energy profile like fingerprint. Based on
the data gathered from products the energy
consumption can be calculated, but
additional research is needed.

5. CONCLUSIONS

Since the welding manufacturing process is
not been analysed from the detailed energy
consumption point of view, this study aims
to fill this area.

The paper is presenting an overview of the
technical solution, which proved to be
suitable for monitoring and data gathering.
Additional development is still needed to
increase stability.

The gathered data about the welding
process shows to be promising. Also the
data analysis tools must be developed to
show product based or time based results
for the end-user.

The development will continue in the area
with connection of the database engine
with the production facility production
planning systems.
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POWER CONSUMPTION BASED ONLINE CONDITION
MONITORING IN MILLING MACHINE

Serg, R.; Aruviili, T.; Otto, T.

Abstract: Nowadays situation monitoring
of production machinery is key factor in
achieving production efficiency. Recent
production equipment has often several
sensors and monitoring facilities built-in
but mostly for condition monitoring of a
single unit. Mostly gathered data is only
available to machine manufacturer. System
for online machine monitoring using
heterogeneous WSN has been proposed

previously. Several methods of lathe
condition monitoring have been
researched.

Currently  easily  deployable online

condition monitoring system based on
measurements of power consumption of
milling machine is proposed and its
efficiency researched.

Key words: manufacturing, condition
monitoring, e-diagnostics, wsn

1. INTRODUCTION

High utilization of production machinery is
one of the key performance factors for
achieving high production efficiency.
Possible  unintentional  mistakes in
production planning or operating the
production machine could lead to
inefficient use of assets, poor quality of the
products, interruptions in  production
process and even costly unplanned repairs.
Older production equipment has usually
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very little or no monitoring systems
installed. Machines itself are usually
massive and in relatively good condition
and can be used in production for some at
least some years to come. Adding
condition monitoring system to existing
machinery adds additional value to the
equipment and helps the users to increase
efficiency.

Common challenge during extending
existing equipment is the cost of the
monitoring equipment and the complexity
of the installation. Usage of WSN
(Wireless Sensor Network) nodes allows
keeping additional cabling minimal and
cost for equipment at reasonable level.
WSN nodes can be powered by batteries or
mains electric net as manufacturing
equipment is usually situated close to
power connections. In case of extreme
radio interference some nodes can be
configured as routers to amplify
transmission.

Monitoring of single manufacturing unit is
advantageous indeed, but same concept can
be extended to whole shop floor or even
larger entity. Proposed data acquisition
concept can be used in  wider
heterogeneous sensor network. Further
usage of the recorder data for planning or
interfacing it to ERP (Enterprise Resource
Planning) systems is out of the scope of
current paper. This paper will describe
easily  deployable online  condition



monitoring system for milling machine
based on its power consumption.

2. CURRENT STATUS

Most of new production machines are
equipped with various sensors and systems
to monitor their status. Unfortunately the
monitoring systems serve usually mostly
the interests of equipment manufacturers to
assist them to identify faults in normal
operation. User access to gathered
monitoring data is usually very limited. On
another side there is great interest in the
users of the equipment to optimize the
usage of the machinery and minimize
downtime. Also, lot of manufacturing
equipment is already in use and has still
working resource available, but is lacking
any monitoring  equipment.  Various
solutions for improving the situation have
been proposed. One could tell the operator
to manually record the status of the
machine writing it down to either paper or
electronic ledger. Simple traffic light like
system could be installed on machinery.
The disadvantage of both described
examples is human factor involved in the
process and local availability of the
gathered data.

3. PROBLEM DESCRIPTION

Situation awareness is often modeled in
layers.  Widely  accepted  situation
awareness model for humans consists of 3
layers: perception, comprehension and
projection. We will extend the same model
to artificial systems. On perception layer
some detectable physical phenomena is
measured by suitable sensor and low-level
understanding of the situation s
established. Based on perception higher
level of situation information is built —
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comprehension. “Better” understanding of
the situation that usually takes into account
wider information (for example from other
sensors or sources). Highest level of
situation awareness (in current model) is
projection that describes possible future
situation of the entity. In current paper
perception and partly comprehension levels
of situation awareness are discussed.
Extending the same situation awareness
model to machine industry one could say
that single machine condition monitoring
and situation detection can be seen as
perception.

4. PRIOR WORK

Sensors are often used in machine tools to
detect physical parameters and to evaluate
moving components condition based on
gathered data [']. WSN (Wireless Sensor
Network) [*] based measurement system
has been developed and described
previously [’]. Several tests involving
temperature  [*] and vibration []
measurements and result analysis have
been made on lathe to detect working
modes. Measured physical parameters can
be also used for machine tool utilization
monitoring [°]. Furthermore, digital object
memory integrated surface roughness
detection and storage methodology is
introduced to use the monitoring data all
over product life cycle ['].

Current monitoring in machine tools is
researched mainly in condition monitoring
purposes. It is used mainly to evaluate
motor condition [?], but also for bearing
damage detection [°].

5. DESCRIPTION OF APPLICATION

Milling machine Dyna Mechtronics
EM3116 installed in TUT mechanic lab



was used for testing. Power consumption
of the machine was measured with
specially developed current sensor. Current
sensor is designed so, that it can be easily
connected by receptacle and plug just on
the line of main power input of the milling
machine. No additional cabling is needed
as data connection is performed by NI
(National Instruments) WSN solution.
WSN3202 node with stock firmware, 9220
WSN gateway and specially designed
software running in LabVIEW
environment on a dedicated PC were used
for data acquisition. Special RDBMS
(Relational Database Management System)
PostgreSQL 9.1 has been set up for storing
data. Data communication between data
producer and storage is done over TCP/IP
protocol, so database server installation site
is limited only by availability of internet
connection. Usage on another layer in data
storage (database server) enables the use of
heterogeneous sensor network — sensors
can be of different type. If the sensor can
communicate and write data to database,
then it is suitable to be used with the
system. Also, getting all data from
different sensors together into one database
makes it easier to deduct conclusions based
on several different sensors measurement
results. On the same time RDBMS handles
the concurrent data access and provides
options for data validation, manipulation,
compacting and time stamping.

6. CONDUCTED TESTS

Milling machine Dyna Mechtronics
EM3116 was used for tests. Two different
current measurement sensors, sensor 1 with
measurement range of 32 A and sensor 2
with measurement range 16 A, both with
WSN based data communication were
connected to the power line of the milling
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machine. Data from both sensors were
gathered by special application, developed
in NI LabVIEW environment, and saved to
cloud server database with time stamps
into two separate data tables (Fig. 1).

Node 1 )

| Gateway
Nodez |V ]
L_Pc

Milling machine

Fig. 1. Data collection scheme.

Two types of materials were used in tests:
steel S355J2 and aluminum alloy 6082T6.
Table 1 describes the setup for conducted
tests.

Test | Material used | Description

No.

1 None Reference
measurements:
machine and
spindle on/off

2 S355J2 Milling of steel at
low feed rate

3 S355J2 Milling of steel at
higher feed rate

4 S355J2 Forming the
material

5 6082T6 Milling of
aluminium at low
feed rate

6 6082T6 Milling of
aluminium at higher
feed rate

7 6082T6 Forming the
material

Table 1. Test parameters



Following milling program was composed:
NO010 G21 G931, (set units mm,
incremental movement)

N020 MO3; (start spindle)
N030 F60; (set feed 60mm/min)
N040 M73 N3; (start program loop,

execute 3 times)
N050 GO1 Z-1,5;
N060 GO1 X-95;

(move to cut depth)
(cut towards -X)

NO70 GO1 Z1; (rise tool from cut
plane)

N080 G01 X96; (return to cutting
start X)

N090 GO01 Z-1; (lower tool to cut
plane)

N100 M74; (program loop end)
N110 Z4,5; (take tool to initial Z
plane)

N120 M02; (program end)

During tests 3, 4, 6 and 7 feed rate was
increased to 90 mm/min and program row
NO030 was altered correspondingly.

7. RESULTS

The aim purpose of test 1 was to identify
events of switching on/off the machine and
spindle.

Current consumption is presented in fig. 2.
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Fig. 2. Current consumption in different
milling machine status: switched off, stand
still and spindle turning.

Event of switching on the machine can be

seen at about 50 sec from start of test and
switching on the spindle at about 180 sec
from the start of the test.

Tests 2, 3, 4 and 5 showed similar pattern
in current consumption. Most visible result
can be seen in test 3 (Fig. 3). Least visible
result was found during test 5 (Fig. 4).
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Fig. 3. Current consumption in test 3.
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Fig. 4. Current consumption in test 5.

Measured currents for corresponding
conditions are summarized in table 2.

Condition Current (A)
Milling machine off 0

Milling machine on 0.7

Spindle on 3.2

Actual milling in test 2 3.4

Actual milling in test 3 3.5

Actual milling in test 5 3.3

Actual milling in test 6 3.4

Table 2. Current consumption in different




cutting conditions.

Measurements show that it is possible to
detect milling machine on and spindle on
conditions. Setting detection levels to 0.5
A and 3 A correspondingly the conditions
of the machine can be deducted by the
current consumption reliably. Equipment
with higher accuracy is needed to detect
actual milling process duration reliably.
Analysis shows that whole milling program
for test 3 consumed 0.26 kWh of
electricity. Total power consumption can
be reduced by at least 30% with increasing
return movement speed of the tool or
turning off the spindle during return
movements.

8. CONCLUSIONS

Test results show that proposed solution is
able to monitor milling machine utilization
by measuring it is current consumption. In
addition, switching on the machine and
spindle can be detected reliably. Actual
milling operation detection is highly
dependable on the milling operation
specifics and requires higher accuracy
equipment for reliable condition detection.
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PRODUCTION MONITORING SYSTEM CONCEPT
DEVELOPMENT

Snatkin, A.; Eiskop, T. & Korgesaar, K.

Abstract: The main goal of this paper is
to offer the concept of the production
monitoring system that will help to provide
an accurate overview of the shop floor
activities, improve asset management,
machinery utilisation and production
process stability. It will provide diverse
information appearance by support of data
collection, analysis and storage modules.
Key words: production monitoring system,
remote monitoring, manufacturing
execution system, shop floor visibility.

1. INTRODUCTION

The main aim is to offer a design concept
of easy-to-use, configurable and cost
effective production monitoring system
(PMS) for small and medium sized
enterprises (SMEs).

One of the problems facing a wide range of
manufacturers is how to effectively
monitor production lines and machinery to
avoid  malfunction and  unplanned
downtime and improve machine and
manpower utilization [*].  Resource
planning  systems  should calculate
utilization on planning stage and PMS is an
instrument that supports keeping this plan
in place by supervising the resource state
on production stage, together with
advanced prognostics tools [%].

Production line and machinery monitoring
is the necessary component of the
information systems that are used in the
production industry to improve efficiency
and reduce losses ['].

Despite the fact that a huge number of
different production monitoring solutions
are offered on the market, there is always
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place for and
simplifications.

Large enterprises are used to a huge
number of data to be processed. They have
full time staff with expertise to manage
specific applications related to production
monitoring, data analysis and optimization.
At the same time, SMEs also have to deal
with the growing number of data to be
processed, but normally they cannot afford
fully dedicated data experts. Solution to
that can be to outsource some of these
tasks to a third part or apply simple,
affordable and easily configurable
monitoring system.

It is clear that successful implementation
requires a firm knowledge of the operating
principles of PMS. That is why each
module of proposed concept will be
described first in order to explain how the
system should work.

improvements

2. PRODUCTION MONITORING
SYSTEM

The main task of PMS is to analyse and
distribute data collected from the workshop
and production line. The data should help
the management and operators to get an
overview of the machinery and production
state.

Additionally  to production plan
management, there is growing interest in
SMEs for asset health and utilisation
monitoring, as operating costs of the
machinery are considerable part of the total
costs. Here special attention is paid to
minimize the maintenance cost and time.
Machine state and production monitoring is
one of the Manufacturing Execution



System (MES) functions [*]. The main idea
of the MES is to integrate separate
functions and provide linkage between
business and plant floor control systems
(see Fig.1).

7
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Fig. 1. Position of a MES and machinery
monitoring in plant automation.

But if we look through the MES solutions
of the leading providers of industrial
automation systems and software (like
Emerson, Honeywell, Rockwell, Invensys,
Schneider Electric, Siemens, etc.), we can
see that the core functions of MES are:
material and inventory management,
scheduling and collection of production
data with limited information about
equipment state. Support functions are:
performance analysis and maintenance

management. Most of the solutions are
focused on midsize and large companies in
chemical, oil and gas, food and beverage,
and automotive industries. The process
industries have all traditionally been heavy
users of MES software, where it ensured
that different variables don’t exceed set
parameters. But the complexity of
production processes and machinery are
increasing in all industries and more
companies may require improved factory
shop floor visibility.

3. CONCEPT

Proposed production monitoring system
should be comprised of at least five main
functions  [*°]:  data  collection,
visualisation, analysis, prognostics and
storage (see Fig. 2). Functionality and
complexity of each component depends on
customers’ system specific requirements.
Only the base functions and relations are
described and additional modules may be
added or even removed if required. The
concept described below gives the idea of
the system functionality.
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Fig. 2. Concept of a production monitoring system.
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3.1 Data collection

Reduced personnel on the shop floors
make it necessary to install automated data
collection systems.

The most critical part is to identify what to
measure, as collected data should help to
acquire knowledge. Questionnaires and
analysis methods may be used to specify
what information is needed. Data not used
for decision making could be discarded.
Different factors and criteria should be
taken into account when choosing a
measurement method and sensor type, like:
cost; working range; ease of installation
robustness; uncertainty; signal type, sample
rate and availability.

Preference should be given to wireless
sensors. With the use of energy harvesting
it will even more enable sensor remote
placement and lower installation costs [®].
The second approach is to maximally apply

direct measurements methods, like
machine vision systems instead of indirect
methods, where collected signal is

compared to the optimized signal. But
when direct method is used, signal is
measured and analysed directly using
suitable algorithms. As an example, a
smart camera used in machine vision is
able to measure tool wear directly.
Therefore, direct methods are more
preferred than indirect methods ['].
Monitored parameter may be wrongly
interpreted if there is no wide feature
separation between failure and normal
mode.

3.2Visualisation

Data can be presented trough LCD
displays, andon boards, mobile device apps
or web-based interfaces.

First data should be presented to operators,
who will use this information in routine
way to get indication of their job and
machine state. Data could be customized to
be shown in the simplest way (e.g.
guantitative measurements replaced by
qualitative  and KPIs). Contrary,
supervisors and service personnel should
see more precise reports (historical data of
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operations performed, measured
parameters etc.) for evaluation and finding
the areas that may need improvements.
Each company should choose its own key
performance indicators (KPIs) and the
calculation methods. Most commonly KPIs
are related to production output, quality
and availability.

Additionally  to  availability  (idle;
production; stoppage) rate system must
record the reasons of downtime. Operators
can input it using touch sensitive screens,
keyboard,  voice  recognition,  etc.
Multilevel tree structure may be formed to
provide more detailed reason description.
The figure below represents a three level
downtime reason menu for a milling
machine (see Fig. 3).

Milling machine problems W
1.3. No movement (worktable)

1 - Worktable
2 - Spindle
3 - Electricit

1 - Worktable problem

1.1 - Displacement

1.2- Unspocifie?,—
1.3 - No mover

1.3.1 - Vertical movement
1.3.2 - Horizontal movement
1.3.3 = Sensor limit

Fig. 3. Multilevel stoppage description.

After each stoppage operator selects the
reason from the list, which may be updated
by adding new reasons or removing
obsolete ones based on the usage statistics.
For undescribed reasons the choice
“unspecified” can be in the list. When
number of such “unspecified” downtime
reasons increase to the number of interest,
the list of reasons may be revised.

To make downtime cause analysis a PMS
should have statistical module to track the
downtime changes over the time.
Additional module may be developed to
measure the maintenance time
effectiveness that is related to average time
needed to eliminate the reason of stoppage
- mean time to repair (MTTR).

3.3. Data analysis

Use of statistics is the most common
approach for data analysis to extract useful
information from the datasets. Different



data mining techniques in analysis are used
with its own application area (Table 1.).

Method Possible application area

Decision tree Data pre-processing and

classification.

Pattern detection and
predictive models.

Neural network

Genetic algorithm | Data optimization.

Define relations between
different data streams.

Rule induction

Table 1. Example of data mining methods.

Diagnostics, data analysis and prognostics
help with the questions that arise during the
operation:

May system continue to operate or
should be shut down for maintenance?
How change of regime will affect
the lifetime of the system and KPIs?

What are the performance,
efficiency and quality rate in real time?

3.4. Prognostics

Only if the remaining useful lifetime
(RUL) and real state of equipment is
known, preventive maintenance may be
replaced by condition based maintenance.
By use of prognostic methods preparation
to maintenance can be done in advance
when the system is still running and the
failure is known early enough [?].
Resources could be focused on parameters
of high value systems to determine the
most likely scenarios with maximally
eliminated inaccuracy and uncertainty.
Knowledge about the physical process
determines the regression type to apply
(linear, polynomial, exponential, etc.).
Prognostic methods are normally divided
into the three main groups: Data-driven
Method, Stress-based method and Effects
based method. These methods can be
summarized as follows (see Fig. 4.):

Degradation, Physical

Component model

Fauipment Historical data
“AUF Data driven method

Environment Stress based method

Fig. 4. Prognostic methods description.
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3.4 Data storage:

Collected data should be transmitted to a
database  server. Different database
technologies may be used like SQL (e.g.
MySQL, Postgres, Oracle Database) or
even NoSQL databases (e.g. MongoDB,
Cassandra, HBase, Neo4j.). SQL based
database systems are more widely used at
the moment, as they can be easily accessed
via standard Structured Query Language
(SQL) statements and effectively solve
data storage and replication challenges.
The amount of data saved in the database
should be sufficient for data mining.
Deciding what to store in the database
could improve or reduce performance and
thereby influence the time of analysis. It is
not reasonable to store every single
measurement or even analysed data set in
the database when the data is not relevant
in the decision making process. If we take
measurements with high sample rate it may
be better to transfer already selected data
(e.g. in WSN node) to database [*].

At the same time, cloud based database
platforms could be used for more effective
resource allocation.

The main challenge here is connectivity
and fusion of data form different systems
[*1%11] like ERP - enterprise resource
planning. CMMS Computerized
maintenance management system, etc. One
of the solutions can be data integration
using XML  (Extensible  Mark-up
Language) platform [*2].

5. CASE STUDY

The proposed monitoring system was
applied and tested on the milling machine
DYNA MECH. EMS3116 in Tallinn
University ~ of  Technology  (TUT)
laboratory. Data acquisition was performed
using National Instruments (ND
equipment: Gateway WSN 9791 with NI
WSN 3212 thermocouple input node for
temperature measure and NI WSN 3202
Analogue input node for Voltage measure.
Nodes were secured by magnet brackets to
simplify installation. Data visualization



was performed through LCD monitor
secured to the housing of the machine (see
Fig. 5.).

—— Temperature sensor

" vibration sensor

Flat panel LCD —/

Current sensor

Fig. 5. Milling machine monitoring system.

The choice of NI instead of other solutions
was made due to flexibility and optimality
of the hardware and software in the
concrete case study and using NI
LabVIEW software with a graphical
programming tool, helped to reduce time
for programming.

High sample rate of acceleration
measurements didn’t allow using analogue
NI WSN due to ZigBee (802.15.4) wireless
standard and hardware limitations: WSN
3202 sample rate 1sample/second and
ZigBee RF data rate 250kbit/s.

As an alternative for the future research
open source hardware platforms like
Arduino or Raspberry Pi may be used due
to more acceptable price level for SMEs.
Data was saved remotely to PostgreSQL
database and to local host as a separate file
(see Fig. 6.).

Date: 09.01.2014 Test start time: 14:45:00

Temperature Current

Timestap (1s) Celsius _Tlmestap (1s) Ampere
303 20,864441 303 0,405514
304 20,864441 304 0,359547
305 20,866158 305 0,342834
306 20,866158 306 0,223744
307 20866158 | 307 3,182226
308 20,866158 308 3,192675
309 20,866158 309 2,994192

Fig. 6. Example of collected data set.
During the test were determined the set
points for idle, production and heavy load
operation for different cutting regimes of
S235JRG2 steel (Fig. 7.).

Cutting RPM Workable Current
depth movement Ampere
0.5 300 150 3.0
1 300 150 3.2
1.5 300 150 34
2 300 150 37
0.5 450 300 3.2
1 450 300 3.5
1.5 450 300 4
1.75 450 300 4.3

Fig. 7 Current for different regimes.

Obtaining sample data of the failure
progressions to define alarm set points for
measured parameters posed to be a real
challenge, as systems are normally not
allowed to run until failure and the vital
parts are always tried to be replaced before
they fail. Therefore, as an alternative,
statistical process control (SPC) was
proposed for continuous automatic
calculation and update of warning limits
(upper/lover limit control).

After the survey (interview of operator)
were determined the most common
breakdown and quality problems for such
type of milling machine that helped to
make the list of problems for visual model.
Main window of visual module was
developed using PHP language, jQuery,
jgPlot allowing seamless object-oriented
data updating without refreshing the whole
page (see Fig. 8.).

45%

Normal

Fig. 8. Developed visual module for PMS.
6. FURTHER RESEARCH

Standardized metrics of  production
monitoring system will help to compare
different solutions on the market and
evaluate effectiveness of the existing ones.
Methodology should be described how to
determine what critical data to monitor and
visualise. Also solutions for integration and
data fusion with higher level systems (e.g.



ERP) should be developed. Proposed
concept should be optimised for production
lines and group of machines, where you
can compare the status of all equipment to
provide the total production area overview.

9. CONCLUSION

PMS concept was offered and applied for
the  milling machine. It provides
transparency on the shop floor and
improves manufacturing competitiveness.
System offers predictive functionality and
helps to prevent the critical components
breaks.
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OPTIMIZING PRODUCTION TECHNOLOGY SELECTION
PROCESS WITH FUNCTIONAL REQUIREMENTS

Sonk, K.; Sarkans, M.; Hermaste, A. & Paavel, M.

Abstract: Choosing a technology to
manufacture any product has never been
an easy challenge. Mostly because it
requires a compromise between very
different and conflicting parameters i.e.
product must be cheap yet with high
quality. An approach using products’
functional requirements along with other
parameters to help with that decision
process has been proposed in this paper.
Functional requirements define what a
product is meant for and what it must
achieve but not how it must be achieved.
This means that by describing the product
with functional requirements we are open
to all the different production possibilities
and this helps us to change and choose an
optimal manufacturing technology.

An example using three different rapid
prototyping technologies (inkjet printing,
selective laser sintering and fused
deposition modelling) is presented. Rapid
prototyping has been chosen because it
allows a very diverse range of products to
be manufactured.

Key words: rapid prototyping, functional
requirements, technology selection,
optimization.

1. PRODUCTION TECHNOLOGY

SELECTION PROCESS
Selecting  an optimal production
technology for a product is a very

complicated decision process and it is very
hard to automate (or semi-automate) even
sections of it. There have been some
attempts to give some rules or suggestions
for the process, some of which are
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described by Karjust [*] but all of them are
specific to a certain industry

Most of the current theories, software
solutions and applications are meant for
companies with a defined set of production
capabilities. This means that a company
has similar machines for a certain
operation. Acquiring a new machine just to
have a different kind of technology for the
same results is pointless from all
viewpoints. But companies that are re-
organizing their production, setting up new
factories, international corporations with
diverse manufacturing capabilities or a set
of small companies working together on
the same product order have the
opportunity to use different machines for
the same results. Functional requirements
are meant to speed up and give objective
suggestions which production technology
would be most suitable for those
manufacturers.

2. USING FUNCTIONAL
REQUIREMENTS IN PRODUCTION
SELECTION PROCESS

Most products are described as a set of
physical properties (weight, measurements,
materials, colour etc.) but they can be
described as a set on functions as well.
Even a company can be represented in that
way [?]. Using functions or functional
requirements is a more ambiguous way to
describe something (compared to the
physical parameters) but at the same time it
allows us to re-evaluate a lot of different
aspects about a product, in this case we are
focusing on the production technology
selection.



For example when describing as functional
requirements we get that the bottle must
hold and store drinkable liquid for a certain
amount of time and it must stay intact
during transportation. There are more
functions the bottle must achieve but none
of them define how the bottle must be
manufactured leaving it open for change,
discussion and different ideas. Similar
approach has been described by Haas [*].
This means that by using functional
requirements we can expand the
technology selection beyond just physical
parameters. We take into account how and
where the product is going to be used and
this changes the technology we choose to
manufacture that product. This helps us
better to choose the optimal production
technology and speeds up the process.

One of the problems with international
companies and huge orders is the time and
cost that company must invest in
evaluating manufacturing and possibilities
for producing a product. This means two
things: whether the company is able to
produce the product and if it is, what would
be the cost in time and money. We have to
take into account that the machines and
workers can be pre-occupied for long
periods of time. This problem is magnified
if the companies are in different countries
or even in different parts of the same
country.

Speeding up the technology selection
process with functional requirements is
done by a software program. The program
gives different scenarios how the product
could be manufactured. Functional
requirements determine which machines
are able to produce the product and
physical parameters determine the cost and
time. Similar approach, but done manually,
has been described by Klooster [*] in
packaging development chain.
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3. CASE-STUDY: FUNCTIONAL
REQUIREMENTS IN RAPID
PROTOTYPING TECHNOLOGY
SELECTION PROCESS

The case study is based on rapid
prototyping technology. It includes the
technological  possibilities of  three

machines: selective laser sintering rapid
prototyping machine (RPM), inkjet
technology RPM and fused deposition
modelling RPM. We have compiled a
program that takes into account the
specifications of the building materials
used in each machine, machines’
capabilities in shapes and geometry of the
product, its mechanical properties (also
machining possibilities) and finally size of
the working area.

The machines’ physical parameters are
described and compared in the following
categories: production time, production
cost, materials yield strength, materials
elasticity, —materials  colour, surface
roughness, products usability (decorative
or practical).

One of the aims of this case study is to
prove that functional requirements are not
only useable for determining if a product is
manufacturable but also using them speeds
up the process and gives an objective
suggestion what kind of technology would
be the most efficient one. The second aim
is to develop a software program that
allows technology selection to be done
automatically.

The case study is based on existing
information. We have a database of already
completed orders from over the last year
and so we know which machine was used
and what was the cost producing each
product (in monetary value and time).

A program was compiled where the input
information is in three steps. Step 1: simple
yes/no questions for determining the
function of the product. Step 2: prioritizing
cost, time, and quality. Step 3: products’
maximum measurements.

The questions help to define functions of
the product. It is in question form because



describing the functions in free-form is not
understandable by the program. If all the
information is entered correctly the
program would give at least three different
answers based on each machine.

First phase of the study is to go over the
previous orders, insert the data to the
program and see if the program suggests
the same machine that was actually used
and if the cost calculated by the program is
similar to the actual cost. If the programs
suggestion is different than the machine
used/actual cost we analyze if the optimal
technology was used.

Second phase is to insert information about
new orders and see if the optimal machine
is suggested. The answer still needs to be
analyzed because it’s un-tested software
and needs reviewing by and engineer with
experience and knowhow.

Third stage is making a web interface to
the program and allowing potential
customers to get price/time estimation
online. They would answer the questions
that are at the moment in development and
insert the measurements of the product and
be given the option to choose the priorities
between cost, time and quality. Additional
feature would be the option to upload a
CAD model and thus allowing more
accurate price calculation. This stage is
also an opportunity to see the changes in
customer’s values [°].

4. CONCLUSION AND FURTHER
RESEARCH

The case study shows that functional
requirements can be used to optimize the
production selection process. It is still a
work in progress but we hope to start with
the second and third phase very soon. The
questions about the functions of the
product are still the biggest weak point and
need further research.

One of the goals is to make the program
use real-time data directly from the RP
machines. A plan is to use a similar
approach as described by Aruvali [°] and
because the RP machines are already
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accessible to computers, the real-time
database should be very feasible.

We are finishing first phase in the case
study at the moment and polishing the
input method and especially the questions

related to the functional requirements.
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CUSTOMISATION OF EXCELLENCE MODELS AND ASSESSMENT
SCHEMES, CONSIDERING SECTORAL SPECIFICS

Tammaru, T. & Kiitam, A.

Abstract: In this paper some issues of
adaptation of Excellence models (EM) and
customisation of assessment schemes are
outlined. Some results and conclusions of
application of adapted sectoral models,
assessment and recognition schemes, incl
quality awards in Estonia during past
decade are presented.

Key words: Excellence models, EFQM,
adaptation, sectoral models, assessment
schemes

1. INTRODUCTION

One of the most widespread quality related
approaches throughout the world in the
past decades besides implementation of
standards based management systems has
been the usage of excellence models for
self-assessment as well as external
evaluation and recognition. Companies
worldwide are using the criteria of the
Malcolm Baldrige National Quality Award,
the European Quality Award, the Deming
Prize and many other national quality
awards, which are mainly based on the
above-mentioned  models or their
adaptations. There are around 100
different EMs and recognition schemes
available, e.g. 94 business excellence
models and frameworks wused in 77
different countries were recently identified
by Talwar [']. Besides differences in the
models there are also variations in the
schemes and recognition processes .
Although all the excellence models are
based on a basic set of core values or
principles, which differ in wording, but are
expressions of the same excellence
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paradigm with the roots in total quality
management (TQM).

Business excellence (the quality of
management) has been defined as the
ability of an organization to create
desirable effect in order to increase the
satisfaction of its stakeholders through
efficient  management  activity, so
increasing the probability of long term
success as an organization [4].

The application of excellence models
started in the private sector, mostly in large
manufacturing companies, more and more
service providers, SMEs as well as public
sector and non-profit organizations are
using BE models. The CAF-model
(Common Assessment Framework), an
adaptation of EFQM Model for self-
assessment has been widely promoted in
the past decade to introduce TQM to the
public sector.

Regardless of sector, size, structure or

maturity level organisations need to
establish an appropriate management
framework in order to be sustainable.

Considerations for choosing a suitable
customized approach are presented, taking
into account multiple factors, such as
sectoral and organizational specifics, size
and maturity level of organizations are
presented.  Optimal  complexity  of
assessment process is considered while
keeping the common key concepts, values
and principles underlying the Excellence
models.



The experience of developing different
schemes of implementing excellence
models in Estonia during last ten years has
been taken into account [°]. The research is
based on the study of different schemes,
general as well as sectoral (public sector,
educational institutions, tourism).

2. NEED FOR CUSTOMISATION

In order to increase positive impact of use
of Excellence models on performance,
productivity, sustainability and
competitiveness of organizations as well as
society as a whole, it is necessary to use
adaptation of models for different
economic and societal sectors and clusters.
This supports better usability and wider
reception of models and promotes their
substantiality, at the same time keeping
assessment  schemes economical and
unified on basis of same reference model
(the EFQM Excellence Model).

Based on statistical and qualitative data
acquired from previous research (quality
policy, awareness studies), the projects,
including feedback received from different
stakeholders of recognition schemes in
Estonia  (participating  organizations,
assessors, validators, jury members), there
is vital need to adapt the general BEM
models (basically the EFQM Model) to the
specifics of sector, especially the
vocabulary. The model and assessment
process itself have been perceived as
difficult to understand and/or too complex
and time-consuming, mostly due to the low
maturity level of BE and/or small size of
organizations.

3. OPPORTUNITIES FOR
CUSTOMISATION

In general, as mentioned in Conti [*],
customisation of the model is essential for
improvement and the plurality of models
available today is a great opportunity. In
terms of assessment and organisational
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analysis, the two mainlines of goals for use
of EM are the following:

1 Scoring: use of EM for assessment of
excellence level of organisation, in order to
provide a measure to make

a) comparisons with other organisations,
with the goal to identify the current
position/level of the organisation in terms
of benchmarking against other
organisations of the same industry sector
or, in case of cross-sectoral contest (e.g.
national excellence award competition),
against organisations of other sectors

b) comparisons with the past level of the
same organisation, with the goal to assess
the overall progress in the timeframe of
comparison, e.g. the change of excellence
score as compared with the same
organisation one year ago or three years
ago.

2 Identification of improvement
possibilities (1IP), in order to propose
recommendations for further activities for
organisation with the goal to improve its
performance indicators achieved in
different categories and subcategories of
the EM used. These recommendations for
improvement possibilities are usually
presented in the feedback report provided
by the assessment team (often called as
Areas for Improvement, AFIs), and are for
the organisation typically /quite often the
most important outcome of the assessment
process.

Thus, when considering the optimisation of
complexity level of the adapted sectoral
model, both these aspects (scoring and IIP)
should be taken into account. A problem
here might be that sometimes these aspects
call into somewhat different directions in
terms of complexity of model. E.g., for
scoring purposes the main goal of
optimisation of complexity might be
minimisation of workload of assessment
process, while keeping the assessment
precision on acceptable level. This directs
search of optimum into direction of



simplicity, and may lead to reduction of
number of categories or subcategories. On
the opposite, the 1IP-related considerations
may call towards more detailed analysis of
organisation’s activities, in order to find
more detailed proposals concerning
recommendations  for  improvements.
Therefore, finding the optimal complexity
level of the model may be the finding of
best compromise between these
considerations concerning scoring vs IIP.

Additionally, optimal complexity level for
a sectoral model depends also on the
average excellence (maturity) level of
organisations using this model, as with the
growth of excellence level a more complex
model is needed, especially as further
growth of maturity requires more detailed
analysis of 1IP. Thus according to the
growth of excellence level, the need of
models, which enable advanced level of
detail of organisational analysis may
appear.

Therefore, provided that from the
viewpoint  of rising national
competitiveness via use of EMs, in time
scale the promoted growth of excellence
level may lead to starting with simpler
versions of sectoral models and then
perhaps adding as additional more complex
models for segment of organisations which
have reached a higher maturity level (in
terms of excellence level). An overview of
different  factors and aspects of
customisation is given in Table 1.

4. CUSTOMISATION OF MODELS
RECOGNITION SCHEMES IN
ESTONIA

Several adaptations have been made to the
EFQM Excellence Model and recognition
schemes in Estonia. The most successful
and long-term  implementation  of
excellence principles in Estonia have been
in educational and tourism sectors. The
purpose of recognition schemes is to
motivate organizations to use modern
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methods for developing management
quality and raise overall quality awareness.
Another aim of external assessments is to
recognise well-performing organizations,
at the same time identifying and sharing
best practices, enable benchmarking and
encourage benchlearning activities.
Recognition also increases the reliability
and image of organisations.

Estonian Quality Award model was
proposed in 1999 [°] as a first attempt to
customise EFQM  Excellence model
considering the current needs of Estonian
organisations. Taking into account the
quality maturity level a and size (mostly
SMESs) of majority, slight simplification of
the structure on subcriteria level was made.
Since 2006 the scheme was fully aligned
with  EFQM in order to give more
international weight to the recognition and
assure comparability with other recognition
schemes in Europe, with no customised
approaches. A multi-level  national
recognition scheme was introduced aligned
with the EFQM Levels of Excellence
(LOE).

The feedback of participating organizations
was mainly positive — good learning
experience, valuable feedback from
external assessors, input for development
initiatives and business strategy — but the
relatively small number of participants has
been an issue throughout the whole process
(6-15 participating organizations per year).
The main reasons for not participating
were low awareness, but also the
perception that the whole exercise is too
complicated and time-consuming
compared to the gained benefits. An added
value to the impact of the scheme is the
involvement of assessors who got
invaluable learning experience that they
could use in their own organizations.
Besides competition there was a number of
organisations who participated in the self-
assessment trainings but not applying for
the recognition.



Factor Aspects/ Limitations Considerations Background/
measures to be comments
optimised/
compromised

Model structure/ |1 Number and list 1 Grounding on 1 Sector-specific |1 EFQM EM as

complexity of EM categories | universality of aspects of model base model

and subcategories
2 Goal: minimum
complexity,
keeping needed
comprehensive-
ness level of
related TQM
thinking

TQM-related
know-how

and keepir]? )
needed uniformity
for TQM-
comprehensive-
ness

2 Usability for
sectoral
organisations

structure and
criteria

2 Probable
complexity limits:
From full EFQM
EM to

Excellence Index

2 Inter-sectoral
synergy (national
level)

3 International
sectoral
compatibility of
the model

4 An example:

2014 version of
C2E

Complexity of 1 Requirements 1 Keeping 1 Segmentation of ' 1 Inter-sectoral
assessment concerning necessary assessment results synergy (national
schemes/ qualification and  comprehensivenes 2 Recognition level)
procedures Zﬁf&gg?ge of s TQM-related schemes 2 Interr;ational
2Volumeand ~ Know-how compatibility
content of 2 Cost limitations
calibration 3 Size of
training population of
3 Cost of qualified
assessment assessors, able to
participate in
different external
assessment
schemes with
adequate level of
accuracy
Assessment 1 Size of 1 Assessment Resource
precision/ assessment teams  procedures requirements/limit
uncertainty 2 Segmentation of 2 Experience of S
results assessors

3 Goal:
minimisation of
workload for
sectoral models
while keeping
necessary
assessment
accuracy/precisio
n

Vocabulary
adaptation

Compromise
between sector-
specific
vocabulary vs
universal TQM
vocabulary used

Acceptability/
compatibility for
sectoral
organisations/
mind-set

Promoting
necessary TQM-
related compre-
hensiveness

of vocabulary
used by sector

Table 1. Adaptation/customisation factors for sectoral/functional models
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Estonian | Inspirational | Tallinn VET HEI QA | Tourism
Quiality LOE (C2E) | Educ. Quiality Quiality
Award Inst. QA | Award Program
Period 2000- 2006-2010 | 2002-.... | 2003- 2009- 2004-2011
2003 2011 2012
Model Adapted | EFQM Adapted | Adapted | Adapted | Simplified
used EFQM EFQM EFQM EFQM EFQMbased
No of cat./ | 9/22 9/0 9/23 9/22 9/20 5/15
subcateg.
Adapted No No Yes Yes Yes Yes
vocabulary
Evaluat. Scores, Validation, | Scores, Scores, Scores, Validation,
method RADAR | noscoring, | simplified | adapted adapted no scoring,
yes/no RADAR | RADAR | RADAR |yes/no
Number of | 4-7 1-2 3-5 4-5 4-5 2(-3)
evaluators

Table 2. Comparison of adapted models and frameworks in Estonia

During 2000-2011 several organisational
excellence projects were carried out in
Estonia, specifically in educational and
tourism sectors. In 2003 there was a pilot
project in the public sector (using CAF).
Part of all these development projects
was customisation of the BEM and its
adaptation to sector-specific needs. An
overview of the results of these
customisations is given in Table 2. All
the projects had also external assessments
with special choice procedure and
training of evaluators (assessors or
validators). Although the models had
been customised, mainly by rewording or
simplifying the structure of assessment
models through decreasing the number of
subcategories, common theme in the
feedback of all projects was related to the
unfamiliar ~ vocabulary of TQM,
complexity of understanding and time-
consuming assessment process (both
internal and external). All referred
models kept the basic 9-criteria structure
of the EFQM Model, with the exception
of tourism quality model (see Fig. 1).
The tourism quality model was reduced
to 5 categories. Adapted self-assessment
methodology as well as external
assessment (combined validation and
mystery shopping) were developed. Even
so, very often the feedback from
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participating organizations was that the
whole scheme was too complex and
difficult to understand. The specifics of
tourism sector is large number small and
even micro organisations with low
maturity level, where any kind of
structured management model is difficult

to apply.

| | 2.Employees | |

3. Resources

4. Processes

1. Leadership 5.Results

supporting the

Customer Journey

Fig. 1. Example of a customized BEM,
Estonian Tourism Quality model

According to a study identifying the
levels and differences regarding quality
and excellence awareness practices in
Estonian organizations from different
sectors and of different sizes [°], two
clusters of organizations could be
identified: one represented organisations
with higher awareness and maturity
levels, mostly large and some medium-
sized organizations (estimated EFQM
score 171-400 p.); the other represented
organisations with lower awareness and



maturity levels, as well as lower interest
in quality and management tools, most of
the micro and many of the small
organisations (estimated EFQM score
less than 170 p.). No major differences
between different sectors (production and
services, public and private) were
identified, but there were significant
differences in most factors depending on
the size of organization.

Another important aspect in the use
BEMs is the question of internal versus
external ~ assessment.  These  two
assessments have different purposes and
it is problematic to perform them
together, using the same approaches. This
has been pointed out by Tito Conti, one
of the originators of the EFQM Model,
already in 1991 [']. Self- assessment is a
diagnostic  tool  with  focus on
improvement opportunities, while
external assessment is more focused on
conformity to recognition requirements.
Although all excellence projects provide
participants  also  with  qualitative
feedback about strengths and AFlIs,
sometimes also quantitative scores, it has
been argued that the value is not the same
as by in-depth internal analysis. This an
area of further discussion and research.

5. CONCLUSION

There is an identified need for further
customisation of business excellence
models and development of specific
recognition schemes. Benchmarking and
benchlearning is required to identify and
disseminate best practices. There is also a
need for more comprehensive and
interdisciplinary quality and excellence
related research (e.g. economic aspects of
quality and excellence, links between
different models and methods of
organizational  performance  results,
development of suitable models for
specific target groups).
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BUSINESS AND IT ALIGNMENT IN ENTERPRISE CONSIDERING
THE PARTNER NETWORK’S CONSTRAINTS

Vaezipour, A.; Kangilaski, T

Abstract: Cooperation between
independent Small and Medium
Enterprises (SMEs) is crucial to be

competitive in growing global business
environment. Thus, it is vital for enterprise
success to consider both IT and business
aspects during the development of
enterprise  as well as considering
cooperation with the Partner Network
members. Collaboration enables
companies to gain new competitive
advantages and to excel the individual
capabilities by focusing on their core-
competencies. Hence the purpose of this
study is to better address the research
issues in alignment area and bring insight
and deep understanding into the relation of
EM to improve BITA in organizations.

Key words: Enterprise Modeling, Business
and IT Alignment, Partner Network

1. INTRODUCTION

The effective wuse of information
technology align with objective of business
enterprise  have discussed in  many

academics researches aiming at adding
value to businesses and improve their
financial outcomes. IT alignment has been
a significant issue for IT related experts
and enterprise managers for two eras [*4].
According to [3] Business/IT alignment
revolution began from early 1980s and
developed by conducting many empirical
case studies along the way e.g. [*°] Studies
reveled that organizations that manage to
effectively align their business strategy
with IT strategy have better outcomes than
others. In other words, alignment supports
organizations to increase their performance
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by using IT strategically [>"]. Therefore, in
today’s competitive and ever growing
global business environment, it is vital to
consider both IT and business aspects
during the development of enterprise,
moreover it is more beneficial to get
support from partner network and share
competence and resources. Thus, in order
to have effective cooperation in SMEs,
there is a need for enterprises to follow
dynamic structure and identify important
féactors for understanding dynamic business
['].

The paper organized as follows. Section 2,
gives and overview of the related research
on partner network, and business/IT
alignment in enterprises, Section 3
describes important artefacts in dynamic
business, Section 5 further presents parallel
research activities.

2. RELATED RESEARCH
2.1 PARTNER NETWORK

Like most industries nowadays,
manufacturers are under great pressure to
deliver products in an ever growing
competitive business environment. This
means that companies in better financial
and market position (called Focal Players
(FP) are forming new networks in order to
be more competitive and flexible. Building
ecosystems means that the necessary
companies are initially recruited among the
partners and are employed as
subcontractors for the necessary tasks by
the FP. In case the needed competencies
are not represented in the network or they
are not of a sufficiently high quality, the



external companies will be asked to
participate [°].

Partner Network (PN) can be defined as a
group of networks that work together to
enhance the capabilities of each other. The
definition of PN is very close to
Collaborative Network (CN) where the aim
is to aligning activities so that more
efficient results achieved [*“].

Effective Business and IT alignment
(BITA) support business organization to
achieve business goals through information
systems. In case of certain organizations,
PN can be of great value to improve
marketplace competitiveness and financial
performance [***4].

2.2 BUSINESS/IT ALIGNMENT
(BITA)

In many situations there is a need to
integrate enterprises, in our case aligning
business and IT in PN. In such processes
aligning should be fulfilled explicitly and
this processes can only resolved through
supportive information system tools. There
are many IT management literatures that
argued the need for aligning IT and
business. e.g. [*'* Having a clear
relations among various levels including,
“the enterprise level (strategies, process
architecture etc.), the business process
level (value chain, management etc.), and
implementation level (IS/IT architecture,
work practice etc.)”, is a necessity in
business and IT alignment [*°]. Good
alignment implements IT which is
compatible with organization’s business
strategy, goals and specific requirements in
a timely manner [*°]. Although business/IT
alignment is concerned as the top
management issue in 2003 and 2004 and it
IS getting more important over the past two
decades, many researchers discuss that
alignment is not always desirable.
Moreover, it is more theoretical and due to
many unpredictable situations, it can’t be
successful in real life [*]. In alignment
context, enterprise modeling, have been
using for a long time to support business
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management [*']. Enterprise Modeling

(EM) and business process management
are commonly used to support enterprises
for evaluating the existing situation as AS-
IS and develop it to as TO-BE state [***].
Furthermore, in order to create alignment,
there is a need to consider various
dimensions of the enterprise architecture
and relations among them. For example
organization, strategies, business models,
work practices, processes, and IS/IT
structures [2 %],

3. IDENTIFYING INFORMATION
ARTEFACTS

According to our research group analysis
for BITA, it is vital to identify and
document some specific business artefacts
which cover valuable information to
understand the business dynamics. In
addition, having a successful and effective

collaboration among partners requires
identifying required information from
enterprise  perspective, which means

detecting the key artifacts of information
that supposed to exchange.

Our research group has access to the PN
that covers more than 20 SME-s operating
in electricity and oil production as well as
in technology industries. Based on these
analyzes the following artefacts, which
needed for the company is identified:
Customer describes and classifies both
existing and potential customers,
Business scenario, business process,
process step, events, business rules
describe business activity flow with
different generalization levels,

Data clusters, data elements data
clusters will group a logical set of data
(e.g. customer information needed to
perform Dbusiness process or which is
exchanged between roles or through the
communication channels; data elements
are needed to identify some critical
fields (e.g. customer name),

Software application systems, ICT
technology describes major ICT
applications, which support business



processes; at the same time, it is
important to know technologies, based
on what the applications are developed
(e.g. programming languages, database,

protocols),
e Servers, network nodes, operating
systems describe the infrastructure

where ICT applications run;

Risks, issues, action plans describe
both all most important risks and
known errors, and how to operate in
those circumstances,

In addition, the following artefacts are
important also to exchange within PN, as
these cover valuable information to the PN
members who planning to form further
VO-s (see Fig 1):

Products, business services describe
products and services available for
customers or partners,

Roles, skills, organizational structure,
location describe available or needed
skills, their owners and these skills’
physical location; Using this roles, the
stakeholders can be modelled,
Communication channels describe the
way the information is being
exchanged; it may include events like
meeting, oral communication, as well
as communication through electronic
environment (e.g. teleconferences, e-
mail, fax),

Machinery/benches it is important to
know which kind of machinery/
benches (e.g. lifter, excavator, track,
plasma cutter, oppression bench,
bender) is  available the
organizations,

Critical factors, business objectives,
key performance indicators (KPI)
describe business perspectives,

Projects executive summary about
previous, ongoing and further projects
to make the organization attractive for
the potential partners.

The importance of these artefacts for PN is
that based on these, the FP will start to
elect partners for the business opportunities
that they have identified. Thus this

in
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information and its up-to-date status are
crucial for smooth PN operation.

To make an architectural description, these
artefacts are also interconnected via many-
to-many connections. As known the effort
to keep information up-to-date demands
about amount of the information. Thus, the
amount of interconnections should be
minimized to keep the documentation as
simple as possible. One option is proposed
in Fig. 1, where most critical artefacts are
emphasized.

[ Crtical | [

| factor | | L35

Product, business service

| Action Plan | 1l
- 4 Business

objectives

- 1 Business | Customer
INess L o
Event .
| | | scenario | Risk

o lssue L |

Business

+— Business process, process step
e USINESS PrOCESS, PIOCESS Step

ICT application system

C ol —
inventony )

L 1T

I Server cT

Data cluster Technology

| [ TET Service 7 |
Connection

[ o o e | |[ Data || Network
Lecaben [ | Organization | Skillset elament node

Fig.1. Identified Enterprise Key Artefacts

4. EM AS TOOLSET FOR
MANAGING KEY ARTEFACTS

The effective use of information
technology aligns with objective of
business enterprise identified as one of the
top IT management concerns since 1980.
Alignment Studies reveals that alignment is
a continuous process because
organizations, markets, economies and
technologies are constantly changing ['].
The main advantage of information
technologies  (IT) are  supporting
organization processes and organizations
need but quite often IT side does not fully
support  business side therefore as
Kaidalova et al. indicates in [**], there is a
need to reduce a gap between
organizational context and technology
within enterprises. To achieve this, it is
necessary to capture and analyze both
business and IT dimensions of enterprise
operation and have clear understanding
about current status of business processes.
There is also a need to keep track of



business changes and business redesign to
stay competitive in today’s dynamic
business environment [**]. In this regard,
EM is currently one of the most powerful
and widely used facilitates alignment of
business with IT [* 2],

EM is series of activities which leads to a
cohesive and commonly shared model,
describing different aspects of enterprise.
An Enterprise Model investigate a problem
domain from different viewpoints through

number of related “sub-models”, e.g.
processes, business rules,
concepts/information/data,  vision/goals,

and actors. Thus, understanding relations
between sub-models support enterprises to
discover the domain knowledge, trace
components and decisions made in a
coherent model [*]. One of the most
common reasons to use EM is development
or refinement of enterprise information
system. Indeed, it is crucial for enterprise
success information technology that
supports business needs, processes and
strategies [*]. Aversano et al. indicates in
[%], in order to have a beneficial alignment
it is vital to consider the following set of
phases: deliberate different entities and
relations among business and IT which are
of great value in alignment process;
Measurement of the alignment degree
existing between the chosen assets for
establishing if improvement actions are
necessary; Evolution for improving the
degree of alignment.

By the help of EM tools it is relatively easy
to document these artefacts. There are
several freeware tools such as Archi,
Signavio, ARIS Express etc., and also a
commercial tools like Troux, ARIS, QPR,
Casewise etc. The valuable overview is
done by Institute For Enterprise
Architecture Developments [*'].

5. PARALLEL RESEACH
ACTIVITIES

Usually companies BITA focuses mainly
for core business processes. Belonging into
the PN, will extend companies need for
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more open communication in sense of
collecting and exchanging inform
concerning artefacts, which is needed to
provide to PN. This is additional cost for
companies participating in PN, which
could be considered as part of marketing,
as it promotes companies reputation inside
the network. Mostly companies will be
considered it as a constraint which should
be taken into account when implementing
new IT systems.

In addition, the most likely there are
artefacts which information is not collected
in a systematic way, and which are handled
on the paper based approach. These
artefacts management must be digitalized,
which is also additional cost for
companies.

The usage of these artefacts is represented
with paper “Partner selection criteria for
forming Virtual Organization”. This paper
introduces criteria which a partner should
evaluate during the forming of VO
selecting partners for a new project in the
frame of PN.

Proposed research results are also usable
for second research paper “Quality
improvement methodologies for continues
improvement of production processes and
production quality and their evaluation”.

Covered by paper ,,Business and IT alignment in enterprise
consideration the partner network constraints*
Collecting of information artefacts from new members of partner network

JF

Covered by paper ,,Partner selection criteria for forming virtual
organization®
Partner evaluation by artifacts collected in parner network

<&

Covered by paper .,Quality improvement methodologies for
continues improvement of production processes and production
quality and their evaluation®

Selection of quality improvement methodology in partner network

Fig.2. Related research papers

6. CONCLUSION

There are numerous small production
companies in production field in Eastern
Europe. Competition for market share has
raised the need for closer cooperation in
extending customer base and for looking
for the solution to reduce the working
capital within their supply chain. When



merged into the ecosystems, the velocity,
visibility, scalability, innovation and cost
govern are these competitive advantages,
which let them compete with bigger
companies. Restructuring, merging, and
acquisition these are important topics in
today marketplace.

The current article contributes to proposing
key artefacts that should be collected by
PN and explaining the concept of BITA.
As handling these artefacts is capacious,
there is a need for tool which will support
these artefact management.

Our team has successfully implemented
Software AG tool ARIS for some of
companies inside our test bench to handle
EM (company in electricity production

field and in company in technology
industry).

ACKNOWLEDGEMENT

Hereby we would like to thank the
Estonian Ministry of Education and
Research by Grant ETF9460 and

Estophilus which supports the research.
7. REFERENCES

1. Luftman, J., et al., Key Issues for IT
Executives  2005. MIS  Quarterly
Executive,2005, 5(2), 81-101.

2. Polyantchikov, 1. et al., Enterprise
Architecture Management-Based
Framework for Integration of SME into a
Collaborative Network , 13th IFIP WG 5.5
Working Conference on Virtual
Enterprises, (CamarinhaMatos, eds.),
Bournemouth, 2012, 380.

3. Chan, Y. E., Reich, B. H, IT
alignment: what have we learned?. Journal

of Information technology,2007, 22(4),
297-315.

4. Chan, Y.E., et al., Business
Strategic Orientation, Information Systems
Strategic  Orientation, and  Strategic
Alignment. Information Systems
Research,1997, 8(2), 125-150.

5. De Leede, J., et al.,, Innovation,
Improvement  and  Operations:  An

217

exploration of the management of
alignment, International Journal of
Technology Management,2002, 23(4),

353-368.

6. Chan, Y.E., et al., Antecedents and
Outcomes of Strategic 1S Alignment: An
empirical investigation. IEEE Transactions
on Engineering Management,2006, 51(3),
27-47.

7. Kramarenko, S., Shevtshenko, E.,
Decision Support System for Multi-Project
Cash-Flow  Management, In  20th
International Conference on Danube-
Adria-Association-for-Automation-and-
Manufacturing Symposium, (Katalinic, B.,
eds.), Annals of DAAAM and Proceedings,
Vienna, 2009, 20.

8. Karaulova, T., et al, Re-
organization of Production System on SME
Enterprises, In 20th International Danube-
Adria-Association-for-Automation-and-
Manufacturing, (Katalinic, B., eds.),
Annals of DAAAM and Proceedings,
Vienna, 2009,20, 869-870.

9. Kangilaski, T., Challenges for
SMEs entering into the virtual organization
partner network. In Proceedings of the 7th
International Conference of DAAAM Baltic
Industrial Engineering,2010, 1-2.

10. Karaulova, T., et al., Knowledge
management for network of enterprises, In
17th International Symposium of the
Danube-Adria-Association-for-
Automation-and-Manufacturing,
(Katalinic, B., eds.), Annals of DAAAM for
2006 & Proceedings of the 17th
International DAAAM Symposium, Austria,
2006, 197-198.

11. Maleki, M., et al.,, Comparative
Analysis of Customer Value Dimensions.
Inzinerine Ekonomika-Engineering
Economics, 24, 2013, 488-495.

12.  Shevtshenko, E., et al. Sustainable
design of material handling equipment: a
win-win approach for manufacturers and
customers, Mechanika, 2012, 561-568.

13. Lankhorst, M., Enterprise
Architecture at  Work  Modelling,
Communication, and Analysis. Springer,
2005.


http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=2
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=2
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=2
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=2
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=8
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=8
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=3
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=3
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=3
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=1&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=3

14.  Peppard J., Briding the gap between
the IS organization and the rest of the
business: plotting a route. Information
Systems Journal, 2001, 11, Issue 3, 249-
270.

15. Karaulova, T., et al., Risk factors in
project management life cycle, In 6th
International Conference of DAAAM Baltic
Industrial Engineering, (Kyttner, R., eds.),
Proceedings of the 6th International
Conference of DAAAM Baltic Industrial
Engineering, pts 1 and 2,Tallinn 2008,
327-332.

16. Harmon, The Scope and
Evolution of Business Process
Management in vom Brocke J., Rosemann
M. (Eds.). Handbook on Business Process
Management, Springer.2010.

17.  Luftman, J., Brier, T., Achieving
and Sustaining Business—IT Alignment.
California  Management Review,1999,
42(1), 109-122.

P.,

18.  Hayes J., The Theory and Practice
of Change Management. Palgrave
macmillan, 2007.

19.  Karaulova, T., et al, Process

Analysis and Reliability Evaluation, In
19th International Symposium of the
Danube-Adria-Association-for-
Automation-and-Manufacturing,
(Katalinic, B., eds.), Annals of DAAAM
and Proceedings, Slovakia, 2008, 701-702.
20.  Lind M., Seigerroth u.,
Collaborative Process Modeling: The
Intersport Case Study, in vom Brocke J.,
Rosemann M. (Eds.). The International
Handbook on Business Process
Management, Springer, 2010.

21. Lind M., Seigerroth U., A Multi-
Layered Approach to Business and IT
Alignment. Hawaii International
Conference on System Sciences
(HICSS43), Hawaii 2010, 5-8.

22.  Karaulova, T, Otto, T,
Development of database of business
processes for SME on the base of quality
system, In 16th International Symposium
of the Danube-Adria-Association-for-
Automation-and-Manufacturing,(Katalinic,
B., eds.), Annals of DAAAM for 2005 &

218

Proceedings of the 16th International
DAAAM Symposium, Croatia, 2005, 179-
180.

23. Kaidalova, J., et al., Practical
Challenges of Enterprise Modeling in the
Light of Business and IT Alignment. In
The Practice of Enterprise Modeling,
Springer,.Berlin Heidelberg, 2012, 31-45.
24.  Stirna, J., Persson, A., Anti-patterns
as a Means of Focusing on Critical Quality
Aspects in  Enterprise Modeling. In:
Halpin, T., Krogstie, J., Nurcan, S., Proper,
E., Schmidt, R., Soffer, P., Ukor, R. (eds.)
BPMDS 2009 and EMMSAD 2009,
LNBIP 29. Springer, Heidelberg, 407-418.
25.  Seigerroth, u., Enterprise
Modelling and Enterprise Architecture: the

constituents  of  transformation  and
alignment  of  Business and IT.
International  journal of IT/Business

Alignment and Governance (IJITBAG),
2011, 2, ISSN 1947-9611.

26.  Aversano, L., et al., A literature
review of  Business/IT  Alignment
Strategies. In  Enterprise Information
Systems, 2013, Springer, Berlin
Heidelberg, 471-488

27. Institute For Enterprise Architecture
Developments:  Enterprise  Architecture
Tool Selection Guide v6.3, 2011, 25p.

8. ADDITIONAL DATA ABOUT
AUTHORS

Taivo Kangilaski

Tallinn  University of  Technology,
Department of Computer Control; Ehitajate
tee 5, 19086, Tallinn, Estonia.

Email: taivo.kangilaski@dcc.ttu.ee

Atiyeh Vaezipour

School of Engineering,
University; P.O. Box 1026;
Jonkoping, Sweden.

Email: atiyeh.vaezipour@gmail.com

Jonkdping
55111



http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=4&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=8
http://apps.webofknowledge.com/full_record.do?product=UA&search_mode=GeneralSearch&qid=4&SID=U2VjakEJAjGGnS2YOSH&page=1&doc=8
mailto:taivo.kangilaski@dcc.ttu.ee

11 MECHATRONICS AND SYSTEM
ENGINEERING

219






9th International DAAAM Baltic Conference

"INDUSTRIAL ENGINEERING"
24-26 April 2014, Tallinn, Estonia

UNCERTAINTY EVALUATION OF ANGLE MEASUREMENTS BY
USING 3D COORDINATE MEASURING MACHINE

Dhoska, K.; Kiibarsepp, T. & Hermaste, A.

Abstract: The accurate method for angle
measurements of a complicated
geometrical object has been elaborated by
using Moving Bridge TESA MICRO-HITE
3D Coordinate Measuring Machine
(CMM). This type of 3D CMM allow high
accuracy measurements of complicated
geometric objects with resolution 0.0001
mm. The measurements were conducted for
machined mechanical parts of a three
element optical photodetector where each
element is aligned at incidence angle close
to 45°. The measurement method and
standard  uncertainty  estimation  of
measured angles for the photodetector are
briefly described in this paper.

Key words: Coordinate Measuring
Machine, metrology, angle measurement,
standard uncertainty.

1. INTRODUCTION

In industrial manufacturing, inspection
process is usually carried out for assuring
and controlling quality of a product. Before
manufacturing in serial line the product is
subjected to verification of the geometric
features, dimensions and  tolerance
specifications with respect to the product
design specifications. For that purpose
reliable measurement methods including
justified uncertainty estimates are used or

developed. Our research group has
elaborated accurate method for angle
measurements of a complicated

geometrical object by using Moving Bridge
TESA MICRO-HITE 3D CMM. This type
of 3D CMM allow high accuracy
measurements of complicated geometric
objects with higher resolution. The
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measurements  were  conducted  for
machined mechanical parts of a three
element optical photodetector where each
element is aligned at incidence angle close
to 45° as shown in Fig. 1.

Fig. 1. Scheme of three photodiodes
aligned in the photodetector. The beam
indicating optical path between the centres
of photodiodes is shown as arrowed line.

The measurement method and standard
uncertainty estimation of measured angles
for the photodetector are briefly described
in this paper.

2. THEORETICAL BACKGROUND

The reliability of angle measurements
realized in 3D CMM can be performed by
establishing the traceability to the
international standards as shown in Fig. 2.

Metrology of CMM

.

Development of Development of

CMM Measurement
Calibration Uncertainty
Method

Fig. 2. Traceability arrangement for angle
measurements by 3D CMM



The series standard ISO 10360 gives the
guide and instruction for technical
requirements for the calibration of CMM
[']. Based on the standards 1SO 10360-2
(measuring errors for linear dimensions)
and ISO 10360-5 (contact probing error)
we have adopted the simplified case of
these standards [* °]. The reason is that we
have not considered all the volume of
machine but only the volume where the
measurements were carried out. The linear
statistical behaviour model of 3D CMM
could be wused for estimation of the
measurement uncertainty  and in
investigating the errors of this machine
accompanied with orientation and length in
working volume. Referring to this model
and in order to take into account various
influencing sources we have employed the
evaluation of uncertainty of the distance
between two points [*]:

L:\/(Xz - X1)2 +(Y, - yl)z +(2, - 21)2 . (1)
The angle between two points is estimated
as:

X X
cosa = - - -
\/(Xz _Xl) +(y2 _yl) +(Zz _Zl)
cos B = 2 Y2V = = (2)
\/(Xz _Xl) +(y2 _yl) +(Zz _Zl)
CoSy = Lok

\/(Xz - Xl)z + (yz - 3/1)2 + (22 - 21)2
Furthermore, uncertainty of the distance is
expressed in Equation (3):

2 2 2
E_k+E_G+R_, (3)
3 3 3
where E¢ and Eg are the parameters based
on the specifications of the 3D CMM. The
first parameter is related to the maximum
permissible measuring error of the linear
spatial diagonal of the measuring volume
and the second parameter is related to the
maximum permissible probing error. R is
the resolution of the machine.
In the section four we have evaluated the
other possible sources of uncertainties that
can influence in angle measurements
results, also. Based in our simplified case
the other sources of uncertainties are

u?(L)=L°
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calibration of the 3D CMM, probing error,
reading of indication and repeatability of
the measurements results.

3. MEASUREMENT METHOD

The Moving Bridge TESA MICRO-HITE
3D CMM is located to the laboratory of the
Faculty of Mechanical Engineering at
Tallinn University of Technology. This is
high accuracy 3D CMM as shown in Fig.

l‘-‘\

il

T

xchangeable probe, [

probe disable button
& handy illuminator

==

Fig. 3 Schematic viewoving Bridge
TESA MICRO-HITE 3D CMM.

The measuring range (X/Y/Z) of the
machine is equal to 460 mm x 510 mm X
420 mm with resolution 0.0001 mm where
the controlled temperature of the
environment during measurements was
20 = 1.1 °C as can be referred to the
specifications of the machine. A function
of 3D CMM consist in a probing system
that can measure the coordinates by
contacting the surface of the work piece
and a guide to linearity transfer the probing
system along the X, Y and Z axes that can
run at determined angles to each other. The
offset triangular bridge design provides a
low center of gravity and optimum
stiffness-to-mass ratio. Air bearings ensure
frictionless motion in all three axes [°]. The
3D CMM is connected with software to



control the coordinate transformation and
the measuring machine. Interactive TESA
REFLEX™ software allows performing
complex inspection routines quickly and
efficiently.

Measurement method for determination the
angle of three-element photo-detector is
complicated as shown in Fig. 4.

Y
Fig. 4. lllustration of the measurement
method for determination of the angle of
three-element photo-detector realized by

TESA MICRO-HITE 3D CMM

Before starting angle measurements of the
planes we have placed three element
photodetector in work-piece and calibrated
touching probe at calibration ball of the
machine. As can be seen in Fig. 3, the
touching probe was mounted in vertical
positions under 0° angle and the calibration
was realized on the distributed points
around the calibration ball. Based on
manual of the machine for having accurate
positions of the touching probe we have
used the criteria of the distributed points
which should be not less than six points.
Afterward the successful calibration
position would be shown in the display of
the software controller and being ready for
starting measurements.

In the measurements, angles were
determined between pairs of planes AB,
CD an EF. The planes denoted as A, C and
E were used as reference planes. The
planes B, D, and F were assumed to be
parallel with the planes of photodiode
active surfaces (Fig. 1), i.e. close to 45° in
respect to reference planes. First, the
reference plane A, C or E was fixed and
the angle Dbetween reference plane and
indicated plane was measured by using
touching probe system with diameter
2 mm. The measurements were conducted

223

on distributed points across the indicated
planes to cover as uniformly as possible
each entire plane. The number of the
readings taken during measurements for
each angle plane was ten.

By using our method angle measurements
of geometrical objects with complicated
shape can be performed at high accuracy,
as demonstrated on three element
photodetector body part with approximate
size of 40 mm x 32 mm x 32 mm.

4. UNCERTAINTY OF ANGLE
MEASUREMENT

The versatility that allows 3D CMM to
inspect a wide range of features and part
types makes evaluating the measurement
uncertainty a multifaceted problem [°]. For
this reason we have used simplified case of
these standards where a Guide to the
Expression of Uncertainty in Measurement
(GUM) establishes general rules for
identifying measurement variability
(sources of uncertainty) and evaluating
measurement  uncertainty []. Before
starting an evaluation of uncertainty, we
have defined angle measurement model by
taking into account influence sources
which can be expressed as:
y=X+ KCAL + KPROB + KREAD +

+ Kgep + K, )

where x is the measurement value of the
angle, K, is the correction from
calibration of 3D CMM, Kgz IS
correction that arise from probing error,
Kreap 1S the correction from reading of
indication, K, is correction that arise
from repeatability and K is the correction
from distance between two points.
Based on the law propagation of
uncertainty and uncertainty of input
guantities we can evaluate combined
uncertainty as expressed below:

=3 v, ©



where u(x;) is standard uncertainty of the
input quantities and c¢; = df/dx is sensitivity
coefficient.

The combined
expressed as:

2 A2 2 2,2 2 .2
ug (Y) =C; "Ugp +C; ~Uppog T C5 Upegpp +

uncertainty could be

(6)

+C Ul +ci-uf

where u, is calibration uncertainty of the
machine,  U.zz IS probing  error
uncertainty, Uqc,, IS Standard uncertainty of
the readings, u...is repeatability of the

two series of standard uncertainty, u, is

uncertainty of the distance which is
expressed in equation (3).

As the calibration uncertainty contribution,
the specifications of the 3D CMM as is
used

U
== (7)
whereU,, is expanded calibration

uncertainty of the machine with coverage
factor k =2.
Uncertainty due to probing error
expressed as

u CAL

is

UZpros = U°F, (8)

where u. is standard uncertainty of the
form error which is calculated directly
from 3D CMM.
The standard uncertainty due to the reading
of indications of the angle measurements is
calculated as standard deviation (Sx) of the
readings, expressed as

The standard uncertainty due to
repeatability is calculated from two series
of the standard uncertainty of readings as
shown in equation (10)

U2ReADL +U2READ2
5 :
The sensitivity coefficient was calculated
from equation (2). The maximum partial
derivate was chosen from:
d(cosa) . d(cosa) and d(cosa)
dx dy dz
sensitivity coefficient used in Table 1.
In the end we can evaluate combined
standard uncertainties u. (y) in accordance
with  simplified equations (6) and
expanded uncertainty U is obtained
through multiplication by a coverage
factor, k=2, as expressed in below
equation

UuRep = (10)

U=Kk-uc(y). (12)

Furthermore by using above equations we
can summarize in table 1 all the sources of
uncertainties associated with their values
and in table 2 estimated values with
expanded uncertainty for each angle of the
optical three element photodetector.

As can be seen, the larger uncertainty
components arise from the reading of
indication and repeatability between two
series. The non-uniform plane can be
influenced strongly in repeatability of the
angle measurements.

urzzEAD = Sf- )

Source of Standard Probability Sensitivity Uncertainty

Uncertainty Uncertainty Distribution Coefficient [°]
Calibration 7.9-102[mm]| normal 1.7 - 107 [/mm] 14.10°
Probing error 2 -10° [mm] normal 1.7 - 10 [/mm] 3.4.10°
Readings 3.5-102[% normal 1.0 3.5-107
Repeatability 4.8 -107 [ normal 1.0 48 -10°
Distance 7.8 -102[mm] | rectangular | 1.7-107 [/mm] 1.3-10°
Combined uncertainty, k=1 5.9 107
Expanded uncertainty, k=2 1.2 -10*

Table 1. Sources of uncertainties associated with their values.
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Angle Estimated Value [°] Expanded uncertainty [°]
/AB 45.11 0.12
Z/CD 44.96 0.12
/EF 45.08 0.12

Table 2. Estimations of angle measurements associated with expanded uncertainty.

The estimated results in above tables of the
angle measurements have shown that
expanded uncertainty of 45° (approximate
value) angle measurements was 0.12°.

5. CONCLUSIONS

The accurate method and uncertainty
estimation of the angle measurement have
been realized by using Moving Bridge
TESA MICRO-HITE 3D CMM. The
accuracy of the angle measurement result
can be extracted through evaluation of the
measurement  uncertainty. The linear
statistical model and GUM have been used
for evaluation of the measurement
uncertainty in accordance with the series
standards 1SO 10360 [*].

The novelty of this research work is that
our angle measurement method associated
with their uncertainty can be used for
complicated geometrical object measured
by 3D CMM at high accuracy.

The method was tested with three element
photodetector manufactured body part with
size approximately 40 mm x 32 mm x 32
mm. The expanded uncertainty of 45°
angle measurements was 0.12°. The further
studies would reveal whether this method
can be applied for any angle measurement
with lower uncertainty.

The thorough uncertainty analyses show
that the larger uncertainty components
arise from reading of indication and
repeatability of the measurements results.
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DEVICE FOR MUSCLE COORDINATION IMPROVEMENT

Gorordo, I.; Miintyli, J.; Popkov, A.; Saastamoinen, J.; Sepponen, R.;
Kiviluoma, P. & Kuosmanen, P.

Abstract:  Currently  devices  for
improving muscle coordination are mainly
installed in hospitals and used for

rehabilitation after an injury. These
devices are relatively expensive and are
not publicly available for a wide range of
users. A simpler and cheaper device would
enable more common use of
neuromuscular training. Especially senior
adults would benefit from this kind of
exercise. The device presented in this study
is designed for training of the biceps and
shoulder muscles. The coordination
improvement is obtained by applying
controlled resistance which can be
adjusted according to the needs of an
individual user.

Key words: Muscle coordination,
neuromuscular control loop, free motion.

1. INTRODUCTION

The lack of regular exercise or physical
inactivity has been proved to have a
relevant effect on the progression of many
chronic diseases but even more important
in the case of elderly people [*]. Exercise is
also beneficial for improving quality of
life, balance, and reducing the risk of
falls[’]. One of the most common
recommended exercises to improve arm
muscle strength and coordination is small
weight lifting. The problem with this kind
of training is that the safety of the user is
not guaranteed. Once the exerciser cannot
handle the weight, it may end falling or
hurting the muscles and the joint of the
user. Also, in this kind of exercise the load
cannot be altered. For different weights
various dumbbells will be needed.
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Fig. 1. Biodex System 4 Pro [?] isokinetic
dynamometer is used for training joints.

Other similar devices such as isokinetic
dynamometers (Fig. 1), provide constant
velocity in the exercised extremity with
variable resistance throughout a joint’s
range of motion. In the case of the elbow
joint ranges from 0° to 120° [*]. This
resistance is provided using an electric or
hydraulic servo-controlled mechanism at a
user-defined constant velocity [*].

The term ‘isokinetic' is defined as the
dynamic muscular contraction when the
velocity is controlled and kept constant.
Because of the biomechanical properties of
the musculoskeletal system, the muscular
force varies at different joint angles,
offering optimal loading of the muscles in
dynamic conditions [°]. Furthermore,
unlike gravity loaded systems, this kind of
exercise does not store potential energy
providing safe training to the user [®]. The
problem with this kind of equipment is that
they are mainly designed for hospitals and
mostly used for rehabilitation after an
injury. For this reason, usually they are big,



Fig. 2. Mechanical architecture of the device: 1. handle, 2. arm, 3. arm support, 4. arm and
motor connector, 5. power supply, 6. DC motor, 7. clamps

expensive and not easily movable, limiting
their accessibility for daily exercise. The
implementation of simpler and cheaper
devices would allow daily neuromuscular
training for senior adults.

The presented device in this research uses
either variable or static resistance to train
neuromuscular system on the biceps and
shoulder muscles. Using the device
regularly will improve coordination while
performing daily actions of elderly people,
enhancing their quality of life. Overall, the
reduced size of the machine and its
adaptability to different users enables a
wider range of users, not only for hospital
or rehabilitation purposes.

2. METHODS

Device uses a geared DC motor for
generating the load, which is applied to the
user by a mechanical handle (Fig. 2).
Motor is driven with an H-bridge circuit
controlled with a Pulse Width Modulated
(PWM) signal by the microcontroller.
Feedback from the motion is measured
with optical pulse encoder from the shaft of
the motor.
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The control logic for the load consists of
different operating modes (Table 1). All of
them prevent any rapid movements or loss
of stability of the arm. The handle can be
safely released anytime without leading to
any dangerous movements. In the so called
zero position, where the user doesn’t apply
any torque to arm, it stays in place. No
torque is applied by the motor. When the
user starts to turn the handle the torque
steadily increases, until the maximum
torque, depending on the settings and
operating mode, is achieved. Handle will
continue rotating with constant torque over
this point. If the user can’t hold the handle
or lets it turn back, the torque is steadily
reduced until the handle has rotated back
for a predetermined angle. This doesn’t
mean the handle rotates back to the same
zero position where the movement began,
but the zero position follows the rotation.
This way, the handle always rotates back
just a little and the load stays safe. Even
when the handle is completely released, it
only rotates back about the same amount.
This kind of operation ensures the safety of
the exercise, unlike the small weight lifting
where the weight drops if released.



In the simplest “static’ operating mode, the
torque on the handle stays on a constant
value which can be adjusted with one of
the potentiometers. In the ‘dynamic’
operating mode the load consists of static
part and the dynamic part which are
summed together. The dynamic part of the
load is basically a sinusoidal signal of
which frequency and percentage of the
total load can be adjusted with
potentiometers. The third operating mode,
‘external’ uses an analog input where load
can be applied as an analog voltage
between 0 to 5 Volts. This option makes it
possible to vary load for example with
music. The waveform is extracted from the
analog signal and it is used to generate the
load for the handle. The amplitude of the
load as well as the percentage of the
dynamic part of the load can be adjusted
with potentiometers just like in the case of
the *dynamic’ operating mode.

Mode Description VETELIES
Static Adjustable but The value of
constant load. the load
Dynamic The load is The
variable amplitude
according to a and
sinusoidal wave.  frequency of
the wave.
External The variation of The
input the load is taken  amplitude
from an external  and the
analog signal. frequency of
the signal.

Table 1. Summary of the different modes
and the adjustable variables.

The built prototype has a simple interface
for adjusting the load according to the
needs of the user. This interface consists of
three potentiometers, a switch and a liquid
crystal display (LCD). The switch is used
for selecting the operating mode. The
active mode and all the user adjustable
parameters are shown in the LCD. One
potentiometer sets the upper limit of total
load and in ‘static’ mode this is the only
parameter that is needed to adjust. Second

228

potentiometer adjusts the percentage of the
dynamic part of the total load. Finally, the
third one adjusts the frequency of the
sinusoidal signal in the ‘dynamic’
operating mode.

The use of dynamic load instead of static
one, when training body has been studied
several times, but literature shows [] that
there is not a clear neuromuscular
improvement on dynamic load compared
with static training. Yet, some of the
researches showed that the use of low
frequency (30-50Hz) vibration may have
an acute outcome in vibration training ['].
This is the reason why it was decided to
keep both options available, including a
third different option which would help
train also the memory of the user.

Fig. 3. Mechanical limit switch to ensure
user’s safety.

The control logic ensures that the applied
load always stays stable and safe, but in
case of failure, there are both electrical and
mechanical limits for protecting the user
(Fig. 3). Electrical limits force the H-
bridge control signals to OFF state in case
of the failure of the microcontroller. This
prevents the handle to turn to unsafe
angles. In addition, there are also
mechanical limits that make it impossible
to turn handle to angles where the user
could get hurt.

The actual device is designed to be
compact and easy to move. The actual
mechanical structure has two separate
functions. First, it has to be able to transfer
torque of the DC motor to the arm of the
trainer. The second task is to support and



make sure that the device does not move
while exercising with the device fastened
to the table.

Transferring the motion to the trainers arm
is made by using extension of the shaft,
extra bearing, support of the arm and the
handle. The most visible of those parts is
the handle. The length of the arm can be
adjusted to fit the trainer’s dimension. The
support of the arm is made so that the angle
can be modified, which ensures that the
arm rests along the whole support,
distributing the resistance force uniformly.
The mounting of the motor can be
performed by clamps or bolts. The clamps
are designed to able safe mounting to
different kind of tables. The robust and
heavy structure of the device ensures safe
training.

One challenge of the mechanical design is
to ensure that the range of the motion is
wide enough. The DC motor is lifted over
the base plate to make sure that the training
angle is not too limited. So, the movement
of the arm is limited in the other end by the
table, but in the other end movement is
limited by the trainer. Trainer can control
the length of the rotation movement by
adjusting the position compared to device.
Therefore the seat height is one key
parameter that is affecting to the training
experience. The height of the table has to
be taken into account when choosing the
place for the device.

3. RESULTS

The equivalent mass resistance generated
by the motor were measured with a force
sensor placed between the handle and the
flat surface, so that the sensor measured
the force generated by the motor. Actual
force needed to rotate the motor varies
depending of the distance between the
axle and the handle.
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Fig. 4. Measurements for the static mode.
First, the measured values by the sensor in
mV, next the read values with the control
masses and finally the conversion of the
read values to kilograms.

The measurements were made using
estimated average distance. To be able to
convert the measured values into
equivalent mass values, different control
masses were used and measured with the
force sensor as
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Fig. 5. Measured values in the dynamic mode with a 7 Hz frequency signal

shown in Figure 4. Also in Figure 4 the
load values for the different positions of
the potentiometer after the conversion are
shown. Those values represent
equivalence of the load to the free
dumbbell (when arm is in the horizontal
position). The minimum load is
aprroximately 0.4 kg and the maximum
about 4 kg. The maximum torque of the
motor is limited by power supply. The
maximum torque can be increased by
changing more powerful power supply,
which enables using modified
construction to larger muscle groups. The
minimum load is determined by the
resistant torque of the gearbox, bearings
etc.

In Figure 5, the upper graphic shows the
measured force by the force sensor. The
frequency of the dynamic signal is 7 Hz,
which can be seen as a main signal on the
graphic below along with other different
frequency signals produced by some
disturbances in the measured values.
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4. DISCUSSION AND CONCLUSION

The described prototype demonstrates to be
a beneficial alternative to the actual arm
muscle exercise machines. The device
provides both enough resistance (max.
4kg) to work the muscles and the
possibility to modify the variable load
according to the user to improve the
neuromuscular system.
In the measurements the accuracy of the
sensor may have altered the real resistance
provided by the motor. The quality of the
gearbox and the alignment of the shaft may
have affected the accuracy, as well.
The prototype could be redesigned to
reduce the size and the actual 12 kg mass
of the machine. Not only the motor and the
power supply are oversized, the
mechanical structure is designed to be
made out of steel. Other materials such as
aluminium could be used and the sizing of
the elements could be optimized.
Nevertheless, it is proved that smaller and
cheaper devices could be developed for
daily muscle exercise by elderly rather than
isokinetic dynamometers or dumbbells.



Further development could be done to
implement other technology to improve the
experience of the user. Technologies such
as connecting the movement of the arm to
a visual interface, for example a game
where the user should have to keep a point
in the middle of a circle by trying to move
the arm with a constant velocity. Other
option will be to link the movement with
music, that way the load will follow the
music so the user will be able to predict
when should apply more or less force to
continue the movement steadily. These
implementations will be beneficial to train
not only the body but also the memory of
the user.

Similar devices could be designed to
exercise other parts of the body (e.g. legs
or hip), helping elder people with some
issues such as stability while standing or
reducing the risk of falls.
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Abstract: The roundness of rolls is critical
for the operation of the paper machines and
for the rolling mills in the steel industry.
Therefore the rolls are periodically
reground and roundness measurements are
made throughout the grinding process.
During the last decades several
manufacturers have developed measurement
systems for large rolls of diameter 500 to
2000 mm. The multi-point measurement
algorithms of the systems are typically
based on measurement algorithm by Ozono.
The advantage of this method is that it can
separate the movement and the geometry of
the measured rotor, i.e., roll. From a
metrological and quality perspective every
serious measurement should be traceable
and every measurement result reported
together with an estimation of measurement
uncertainty. Therefore, calibration discs are
developed and traceable calibrated in
laboratories of MIKES and Metrosert with a
known measurement uncertainty. By
measuring these standards by multi-point
roundness instruments in industry new
procedures to get traceability for roundness
measurements of rolls, will be developed.

Keywords: metrology, roll, roundness,
calibration

1. INTRODUCTION

Roundness is an important feature for all
rotating machines where smooth rotation of
the rotors or even surface quality and even
thickness of the end product is needed,
such as paper machines, printing machines,
engines and generators etc. In length

measurements diameter is often measured
as a two point measurement which is
affected by out of roundness of the part.
Therefore measurements of roundness are
also useful when the specific diameter is
critical or important.

In paper mills the roundness measurements
are commonly carried out when the roll is
located on a lathe or on a grinding machine
(Fig. 1). There the heavy rolls are rotating
with their own bearings or they are
supported by sliding pads. With this
measurement setup it is difficult to avoid a
rotational error of the centreline of the roll,
and thus one or two point measurement
methods cannot separate the rotational error
movement of the workpiece from its
geometry. This is the reason for the usage
of multi point measurement devices in the
paper industry [']. Most of them are based
on the Ozono[?] method.

In the steel industry the roundness
tolerances of the rolls are not as tight as in
the paper industry, and thus the common
measurement device there is a two point
measurement device. [*°].

The reliability of a measurement instrument
is ensured by calibration. Ideally the
calibration is performed using traceable
calibrated measurement standards with a
stated calibration uncertainty for the given
reference values.
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Fig. 1. Four point roll measuring device of
a grinding machine.*

This gives the possibility for the end user to
make traceable measurements with a
known measurement uncertainty. As a part
of an EMRP project “Traceable in-process
dimensional measurement”  calibration
discs are developed and manufactured. The
design of these discs is presented in this
paper. The evaluation of measurement
uncertainty will be presented in a future

paper.

2. MATERIAL ROUNDNESS
STANDARDS

Roundness material standards are needed
when calibrating a roundness measuring
device. There are two main categories of
standards:

e standards with nearly zero roundness
error

e sensitivity standards or magnification
standards with intended form error

Typically the size of parts which need to be
measured at high accuracy have diameters
in the range 1 to 500 mm. This means that
most measurement equipment are built for
this range and as a result from this is that
roundness  standards have  nominal
diameters in the range 20 to 100 mm. In
Fig. 2 a typical laboratory roundness
measurement setup is shown. The standards
used in metrology laboratories are too
small to be used to calibrate large

! RollResearch Int. Ltd.

roundness  instrument  intended  for
diameters at several meters. Therefore the
needs of industry are not met by existing
roundness standards.

i

T

Fig. 2. Measurement of roundness.

2.1. Hemispheres

In roundness metrology glass hemispheres
are manufactured to be as round as possible
(Fig. 3). Typically they have roundness
errors in the range of some tens of
nanometres. They reveal radial errors in the
rotation or axial reference for the roundness
measurement.

Fig. 3. A hemisphere at a roundness
measurement instrument.

2.2. Flick standards

Flick standards are cylinders with a flat part
(Fig. 4). The flat feature of the otherwise
round cylinder makes an inward out of
roundness. The magnification error or
sensitivity of a roundness instrument can be
calibrated by measuring the Flick standard.
Flick standards can be compared to gauge
blocks. Similarly to the typical use of
gauge blocks, one or two standards are not
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enough and quite a large set of Flick
standards is needed to check the
magnification error of a roundness
instrument. Although the geometry of a
Flick looks simple it is non-trivial to
calibrate [].

0,3 4

0,15 -

90 180 270 360

-0,15 -

Devication from roundness [mm]
o

0,3 - .
Rotational Angle [°]

Fig. 4. Flick standard® above and below
deviation from roundness.

All Flick standards are of plug-type
intended for external measurement. In all
roundness measurements the selection of
filter affects the results and this is
especially true for Flicks. As roundness is a
measurement  of  form,  short-wave
roughness is usually filtered out. In a
roundness plot the Flick area appears as a
deep valley and is therefore reduced by any
filtering. The frequency content of a Flick
makes it not ideal for equipment relying on
the Ozono method where analysis is done
in frequency domain.

2.3 Ellipse standards, single wave

The ellipse standard is a cylinder with an
elliptical form error. This form error
linearly depends on the height (Fig. 5). At

2\/-P Esala

MIKES two standards are used. One with
roundness error in range 5 to 30 um and
another with roundness error in range 35 to
300 um. If the roundness instrument is able
to measure at different  heights
automatically, a large amount of roundness
results can be plotted quickly.

A drawback is the critical dependence
between position (height) and magnitude of
elliptical form. The uncertainty in the
height produces an uncertainty in the
reference value
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Fig. 5. Ellipse standard with internal
cylinder above and below deviation from
roundness.

2.4 Multi-wave standards

A recent example of multi-wave standards
(MWS) are those developed by Fraunhofer
Institute for Production Technology (IPT).
Their profiles contain a superposition of
sinusoidal waves with wave numbers 5, 15,
50, 150 and 500 UPR (undulations per
revolution). The advantages of MWS
compared to Flicks are better signal to
noise ratio and low sensitivity to noise in

measured  profiless [?]. A  Euramet
comparison of a Flick standard and MWS
showed that the spectral analysis

(harmonics) of MWS leads to good
agreement and stability [?].
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2.5. Asymmetric multi-wave

The asymmetric multi-wave standards have
been developed to calibrate large roundness
measuring machines based on the Ozono-
method. These machines are used when
rolls in paper- and steel industry are
grinded in the production process (Fig. 6).
There the grinding process is often
controlled according to the measured
geometry data. The measuring range for
diameter is 300 to 2000 mm.

As with MWS these discs have waves but
the shape is not symmetric (Fig. 7). The
shape and the waves are found suitable for
the Ozone method. Because of the large
size typical roundness measuring machines
cannot be used for calibration. Instead
either CMM or specially built setups for
roundness measurement must be used.

Fig. 6. Four-point measurement instrument.

Fig. 7. Disc above and below roundness
plot [*].

3. PROPOSED ROUNDNESS
STANDARDS

The measurement standards are intended to
quantify error sources found in large
measurement systems that are based on the
Ozono method. The developed
measurement standards are also useful for
calibration of two-point and one-point
measurement systems. The error sources
which are expected to be found are errors
of the transducers, angular orientation error
and positioning error of transducers.
Thermal expansion and vibration of the
measurement frame (Fig. 8) are other
possible error sources.

The algorithm of the measurement systems
have already been validated by simulation,
but functional testing is possible and
valuable to perform with the developed
discs.
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Fig. 8. Typical orientation of probes in a
four-point measurement systems

All standards are discs with the diameter of
500 to 550 mm. This is the largest diameter
that can be easily measured in laboratories
and not too small to be measured by in
process roundness measurement systems in
industry. Larger discs were also considered
but weight and handling would bring
problems. The thickness of the discs will be
30 to 50 mm which is enough for
robustness and yet not too heavy to handle.
The types and requirements of the selected
standards are shown in Table 1.

The type A standard is almost perfectly
round. With a roundness error below 2 pm
this standard helps to reveal errors like
noise and thermal drift.

Name Form Roundness
error
/ pm
Type A round 0to2um
Type B 21 UPR 20 to 25
pum
Type C asymmetric 10 um/
multiwave, 2 | undulation
to 30 UPR

Table 1. Requirements for the measurement
standards.

Type B is selected as it has one
characteristic form of a 21 UPR wave. The
hypothesis is that the characterisation of a
single probe of a multi-point measurement
system is straightforward with a disc with
single harmonic content. The type C,
asymmetric multi wave, consists of several
waves. Standards of this type have
previously been used and they are expected
to work as overall test standard.

Previously only type C discs have been
used in the calibration. However it is
assumed that using multiple discs different
types of error sources can be evaluated.

All standards will be calibrated by

roundness measuring instrument with a
rotary table. Additional measurements to
get other form errors like cylindricity will
be done ina CMM.

Fig. 9. Calibration of a multi-point
roundness measurement device.

7. CONCLUSION

The Flick standard is the most used type of
magnification standard for one-point
roundness instruments, but is not ideal with
multi-point instruments.

The diameters of the most roundness
standards are below 500 mm and are
intended for use in metrology laboratories
and are not suitable to ensure traceability
for measurement of large parts in industry.
Some asymmetric multi-wave standards are
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large and already used in paper- and steel
industry. Other standards proposed in this
paper will be manufactured. In future tests
with these standards will be performed in
the industry. Using all these standards
traceability will be achieved and
uncertainty for roundness will be evaluated.
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Abstract: Nowadays many individuals
e.g. athletes, youngsters, persons with
growth problem, insured persons,
persons with collapsed arch, etc. need
personally manufactured foot sole
supports. At the moment there are three
main solutions how to make foot sole
supports. The first method uses sensor-
mat, second method uses optical

scanning method and the third method is
done with foam moulding. All these
solutions have certain drawbacks.

We have decided to use optical scanning
method to get digital foot sole into the
computer giving opportunity to add
sensor mat recordings to the model by
expert and represent 3D foot sole with
foot robot to avoid extra costs for mould
materials for vacuum moulding.

Key words: foot sole supports, stereo-
vision, medicine, robotic device

1. INTRODUCTION

In today’s world many athletes need foot
sole support to improve their
performance and prevent injuries and also
individuals who trouble with collapsed
arch, which leads to back pain and tired
foot. Foot supports are also necessary for
injured, handicap persons or children in
certain ages troubling with growth
problems, so this problem affects many
people in all EU.

Nowadays, there are two most common
technologies of making them. First
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Technology utilizes a pressure sensor
plate or sheet and converts the registered

Pressure distribution into the foot under
surface into a 3D model — this method
uses pressure data. The result might not
be very accurate and there is a need to
apply a specific medical data processing
algorithm to perform real pressure
distribution reflecting all foot
incorrectness caused by diseases or just
foot modifications into correct foot
profile that is needed for making
medically prescribed or desired for a
specific motion foot insert supporting
foot the best way. This kind of data
processing takes a lot of time because it
needs usually doctor consultancy and the
problem is that it is not easy to get full
accurate impression from the 3D model
on the computer screen to introduce
needed small surface profile corrections
into the model. Second method uses
foam, plaster or vacuum moulding to get
foot model. This method has drawbacks,
as it is time and material consuming, not
very accurate and there is no direct foot
digital model.

We are now searching for a method,
which uses optical scanning means.
Using stereo-vision principle to get a
three-dimensional information from foot
sole surfaces and represent by a robotic
device. The model can be used directly to
make thermoplastic sheet foot supports.
This new technology would be very
essential for making medical services
more flexible and human friendly.



2. OPTICAL
METHODS

SCANNING

There are different scanners on the
market. Some 3D scanners are using
Laser scanning method. [*]

The second scanning method we can use
is based on optical method, where stereo
vision principle is used. This method uses
two cameras, where distant between these
two cameras must be set and measured.

[’]

LeftCamera

Right Camera

¥
) e
Al .-@7("‘
= ~ \ .
- g/ e > image

Fig 1. Stereo vision principle in real life

[’]

Stereo vision principle is used also with
method, where two cameras and projector
are used. Projector is needed to calibrate
these two cameras.

3. FIRST EXPERIMENTS

In the first experiments National
Instruments Smart Cameras with Lab
View were tested, as well as a system
which uses only one camera and mirror
system and is therefore cost efficient. The
simplest solution tuned out to be one
mirror system in which the camera’s field
of view is divided by a mirror so that the
same object reflection in a mirror is from
a slightly different angle.

Camera

Fig 2. System with one camera [*]
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With one mirror system a problem occurs
because of the same image optical paths
have different lengths which makes it
difficult to focus with that equipment’s
depth of field.

In addition, there were problems with
image size, displacement and angle. If an
image is projected onto a sensor at an
angle then it creates perspective
influences and interferes with stereo-
vision operating principles on making 3D
image. Although there are examples of
using one mirror systems in stereo-vision,
it is not reliable or accurate enough, so
the classical two camera stereo-vision
system was used instead. Two camera
system is more expensive but is free from
disadvantages mentioned above.

National Instruments Lab View software
used has additional library with stereo-
vision operating principle examples. One
of which the output is three-dimensional
result with colour-mapping. Initial tests
were made by modifying these examples.
Having calculated the dimensions of our
camera system, distances and suitable
lenses, two LED luminaires to illuminate
on an angle both sides of the object were
set up and the system was calibrated
using point matrix on a white paper sheet.
Size of the points and distance between
was known. Calibration was made more
difficult because cameras depth of field
was at an angle to the paper sheet and
also Lab View calibration system was
lacking accuracy and speed. After
calibration it was clear that the result is
not satisfactory and the uncertainty is an
order of magnitude worse than needed.

l' : Bl —

Fig 3. Experiment in Lab View




After the tests a conclusion was that 3D
image using National Instruments Smart
Cameras and Lab View might be
sufficient for some simple solutions but
such a system does not satisfy our
demands because of the desired accuracy
+ 0.5 mm.

4. CURRENT STATE

The next experiment was made using a
professional 3D scanner (3D3 scanner) to
be sure that the idea is realizable. The
scanner uses two special cameras
combined with projector. In addition, it
has a much more powerful program than
Lab View stereo vision. It allows to make
several pictures from different angles, it
finds the object by projector that
calibrates the cameras and generates 3D
image improving dimensions with every
recording. Despite all that professional
system the result was not satisfactory and
neither was the uncertainty of the model.

SA

D £
™ W

Fig. 4. The result when wusing a
professional 3D scanner

There were two main reasons of
unsatisfactory result:

1. Human skin is bad for scanning
because human skin is quite dark, which
absorbs light and degrades our scanning
and its accuracy,

2. Because many pictures are required for
this scanning process then patient cannot

hold his leg completely fixed and that
makes the model inaccurate (see fig 4).

As the model was not precise enough,
even when using a professional 3D
scanner, the conclusion is that scanning
method can be done using regular
scanning method with fixed cameras,
where extra lightning is added to avoid
absorption from the skin. Also human
leg has to be completely fixed, which can
be achieved when person is standing on
some transparent object, for example
class.

In proof of that the same experiment was
made, but this time it was not the
patient’s foot, that was scanned, but a
gyps mould of his foot. When the object
was not dark or moving, the result and its
uncertainty was satisfactory.

Fig 5. Result when using gyps mould
5. DISCUSSION

The goal is to use stereo vision principle
to get depth picture. From the depth
picture we want to create foot model with
robot for vacuum moulding. Before
making the model also sensor mat can be
used to see the different pressure points
while patient is walking or standing.
From all the collected data depth picture
can be changed digitally before vacuum
moulding to construct accurate individual
sole supports.



Is dynamical
solution
needed?

P

Depth picture Sensor-mat
with calor .
. readings
mapping

Digital picture
from soles of
the feet

Enough
data for
making foot
support?

Yis

Set SMB to
reshaping mode

{

Reshaping the SMB
with three axis
cartesian robot

!

Set SMB to full lock |
mode

[ Vacuum molding ]

Fig 6. Algorithm

Given algorithm explains method for
making foot sole supports efficiently
without spending money on moulding
material. Patients need foot sole supports
for different reasons and therefore the
scanning method of the foot soles must
be flexible. Patient foot soles can be
scanned with optical solution (using laser
scanner or stereo vision principle) and
extra information can be added using
sensor mat to observe pressure points
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while patient is walking or standing still.
Changes are done on the digital picture
by expert and Shapeable Mould Box
(SMB) is used to reshape the patient foot
sole for vacuum moulding.

SMB uses pins as physical pixels and
these pins are repositioned by dedicated
robot, before reshaping the SMB it must
be set to reshaping mode, where frictional
forces will lock the pins. When SMB has
been reshaped by robot, it will be fully
locked for vacuum moulding

SMB uses the same principle as Dynamic
Shape Display (DSD) that can render 3D
content physically. Nowadays there few
DSD’s and they use matrixes made of
servo motors and lines to connect motors
asngi pins (also piezo DSD-s can be used)
]

SMB uses smaller pins and these pins are
placed closely to each other therefore it is
more accurate than DSD. This solution is
also cheaper to manufacture because
SMB do not need real time reshaping and
robot can repositioned the pins with
sufficient accuracy.

6. CONCLUSION

Experiments with different stereo vision
methods have shown that it can be used if
patient steps on glass and foot sole is
recorded to computer with regular
scanning method where two cameras
record 3D picture. Stereo vision method
must be used with extra lightning to
avoid absorption from foot sole skin.
Foot sole supports are made for different
reasons and therefore dynamical solution
can add extra information before giving
the mould shape with SMB. The
shapeable mould box has pins that are
placed close to each other and robot
repositions the pins. Because real time
reshaping for SMB is not needed, then
one dedicated robot will be enough for
reshaping. SMB has double locking
system, where first lock is used for
reshaping and second lock for vacuum
moulding
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AUTOCORRELATION INFLUENCE BY GEOMETRICAL
DEVIATIONS MEASUREMENTS

Kulderknup, E.; Pandis, A.

Abstract: Required accuracy level of the
items  geometrical deviations  have
importance for quality assurance of the
products in machinery. For the real detail,
geometrical deviation is realized through
production process and controlled through
measurements. In practice not all factors
have random influence and can not be
measured directly. One of the factors
which can not be viewed directly and
rarely taken account is the autocorrelation
effect. Autocorrelation influence is handled
up-to-now widely for electrical processes.
In machinery special importance has
autocorrelation for measurements which
are carried out automatically and rapidly.
This study work gives as novelty the model
of autocorrelation estimation by the
geometrical deviations measurements of
the machinery products. Used are practical
results of the measurements. Geometrical
deviation is mainly limited in form of the
straightness in this study work.

Key words: Autocorrelation, uncertainty,
straightness deviation.

1. INTRODUCTION

Required accuracy level of the geometrical
deviations has importance for quality
assurance of products in machinery. ltem
geometrical deviations are determined by
designer and have standardized normative
values. For the real detail or part of devices
geometrical deviation is realized through
production process and controlled through
measurements.  Above  both  have
uncertainties and those shall be taken
account for estimation of process capability
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indices like Cp or Cy or similar. Bases for
the capability indices are statistical
estimates which assume mainly random
distribution of data. On the other hand, also
the uncertainty estimation of processes and
measurements needs statistical calculations
or expert analyse like shown in Guide of
Uncertainty of Measurement (GUM).
Expert analyse shall involve all possible
influence factors and have deep knowledge
of the process.

In practice not all factors have random
influence and can not be measured directly.
One of the systematic factors which is
rarely taken account is the autocorrelation
effect. Autocorrelation is the cross-
correlation of a signal with itself.

Special importance has autocorrelation for
mechanical processes and for
measurements which are carried out
automatically and rapidly. There is no time
to recover of the instrument sensor which
IS main source of an autocorrelation effect.
Handled geometrical deviation is limited in
this study in form of the straightness and
parallelism and surface production process
is the milling. Used are practical results of
the items measurements. As theoretical
base were used existing mathematical
autocorrelation estimation principles.

This study work gives as a novelty the
model of autocorrelation estimation by the
geometrical deviations measurements of
the machinery products. Autocorrelation
effect is estimated for distance and not at
different times. This study work is further
development of works which handled
statistical aspects of geometrical deviations
measurements.


http://en.wikipedia.org/wiki/Cross-correlation
http://en.wikipedia.org/wiki/Cross-correlation
http://en.wikipedia.org/wiki/Signal_(information_theory)

2. INFORMATION

2.1 Autocorrelation theory
Autocorrelation theory based on general
long-time  correlation  theory.  For
measurements in machinery can used also
regression analyse, but in this case,
autocorrelation is only one of the influence
factors among  others.  Systematic
deviations by measurements were tackled
widely in general form [*] and [*] and for
industrial  metrology [*].  Correlation
problems by measurement uncertainties are
studied in modern way in [*] and []].
Systematic effects are described and
detected as an autocorrelation effect of the
deviations, when it produces observable
residuals.
Autocorrelation theory presents that it is
the cross-correlation of an input signal with
itself. The autocorrelation of a random
process in  statistics describes the
correlation between values of the process
at different times, as a function of the
times. Autocorrelation influence is more
understandable for the processes which
have periodical wave form. There can be
used suitable Fourier formulas for
reference model determination. Such is a
case by measurements of electrical
parameters. The autocorrelation effect has
feature, that it can have variation during
one measurement cycle.
Autocorrelation quantity R of results,
having different times t; and tj.;, can be
calculated by Equation (1)
R(tt’ti+1) — E[(th _uti)(xti+l _uti+l)] (l)
GOt
where X is value of repeatable process
quantity, index i presents a point in time
after the start of that process and E is the
expected value of the process.
The process under investigation shall be
known and have defined values for
arithmetical average 1; and variance o;* for
all times i. If the process quantity
correlation is firmly presented, its value
lies in the range from —1 up to 1. Values
—1 and 1 give complete autocorrelation
between results at time pointi and i+1.
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The Equation (1) can be modified for more
practical form for measurements as follows
and can be calculated the autocorrelation
coefficient r,:

_ ViVia— (yi)2 LYY - ”(S_/i)2 @)
3 Zy? —n(y;)?

where y, and y,, are mean values of

measured results during single cycle and n
is quantity of involved values during one
cycle.

For the real technical processes where
exists continuous function f(t) the
autocorrelation is suitable to found by
Equation (3):

.
R (1) = lim = [ft)f ) (3
-T

where T is time value.

The traditional tests [°] for the
autocorrelation detection are the Durbin—
Watson statistic or if the variables include
a lagged dependent variable, the Durbin's
statistics. For detection of autocorrelation
of higher orders the Breusch—-Godfrey test
is used. This involves an auxiliary
regression analyse, where the residuals
obtained from estimating the model of
interest are regressed. Autocorrelation
effects importance can be estimated using
Anderson critical values. If autocorrelation
coefficient r, is smaller than critical value,
then autocorrelation can be estimated as no
having importance.

r

a
(&)

2.2 Measurement of straightness and
autocorrelation effect

In machinery the normative values of the
straightness deviations.are on the level
from 0,1 pm up to 50 pm. Straightness
deviation is a maximum distance between
parallel two lines laid in optimal way
trough to the measured surface minimum
and maximum points. Scheme of
measurement is given on Fig 1. To have
more exact view of influence possibilities
of the autocorrelation effect there shall be
analysed whole measurement process.
Table 2 gives influence factors list,


http://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics
http://en.wikipedia.org/wiki/Cross-correlation
http://en.wikipedia.org/wiki/Signal_(information_theory)
http://en.wikipedia.org/wiki/Random_process
http://en.wikipedia.org/wiki/Random_process
http://en.wikipedia.org/wiki/Statistics
http://en.wikipedia.org/wiki/Correlation
http://en.wikipedia.org/wiki/Expected_value
http://en.wikipedia.org/wiki/Mean
http://en.wikipedia.org/wiki/Variance
http://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic
http://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic
http://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic#Durbin_h-statistic
http://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic#Durbin_h-statistic
http://en.wikipedia.org/wiki/Breusch%E2%80%93Godfrey_test
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Fig. 1 Measurement scheme for the
straightness deviation

which are used for measurement model of
the straightness measurement process.
Values of uncertainty components based on
above model are given in Table 1. In Table
1 are presented only components which
have importance in this accuracy level.
Autocorrelation effect by straightness
deviation measurement is caused mainly by
the measurement instrument rigidness,
where the sensor can not follow exactly the
item profile of surface. In specific cases the
autocorrelation is caused also by

Operator
Accurateness
Visual acuity [
Attentiveness
Commitment
Competence
Experience

Measuring instrument - design
Design

Dimensions

Material

Environment and variation

Sensor

Measuring instrument -
properties I

Calibration

Repeatability

Reproducibility

Behaviour during test

Reading

Adjusting tool tolerances {

Straightness measurement
Deviation = f (X;), where Xj arefactors

clearances, then clearness gives continually Environment |
systematic deviation. Important role for the Humidity, RH
autocorrelation effect has movement Temperature
velocity, distance between measurement | Vibration
points and measurement force. Barometric pressure
Pureness
Quantity Estimate Contributio Interference fields
Xi Xi n to u(y;) Measurement object
Measuring Uw=0,003 0,001 mm Design
instrument mm Size
Reading Scale value 0,0005 mm Chemical quality
0,001 mm Tolerances
Reference line | Regres analyse | 0,0001 mm Machining accuracy
det_ermlnatlon £0,2 pum - Measurement method
Object Ra=0,3 um Minor Reference line
surface™ Object vs. measuring instrument
Measurement 5N 0,0005 mm —
force* Vglocﬂy and force '
- - Distance between points
Move- Velocity. From minor
ment* Measurement points up to Tab_le 2 Inf_lugnce factors  Xi by
interval 0.0005 mm straightness deviation measurement
Temperature variation | 0,1°C Minor
Operator | Minor Minor 2.3 Practical measurement results
Straightness | Astr =0,011 | ustr= 0,002
deviation mm mm, k=1 In this study work were used measurement

* Influence of autocorrelation is possible
Table 1.  Uncertainty  components
estimation summary results

instrument which was traceable calibrated
high accurate dial gauge with scale value 1
um and with uncertainty U=2 um, k=2. In



this stage, measurements were simplified
and task was to find main directions.
Measurements were carried out with two
various velocity v;i of movement of detail,
v1=(1£0,1) cm/s and v,=(0,5£0,1) cm/s and
with two various intervals h; between
measurement points, h,=(0,6+0,1) cm and
h,=(0,3%0,1) cm. Autocorrelation
coefficient r, was estimated using Equation
(2) for each combinations of h; and v;.
Summary results of calculation are given in
Table 3. Critical values of autocorrelation
by Anderson [°] on a confidence level
a=0,05 are r,=0,345 (df=5, h=0,6 cm) and
r,=0,348 (df=11, h=0,3 cm). Calculated
values of autocorrelation coefficient r,

assured the assumptions, that minor
autocorrelation effect is by static
measurement and essential by rapid
measurements.

No | Velocity v; Interval h; ra

1 1cm/s 0,6 cm 0,45

2 1 cm/s 0,3cm 0,78

3 0,5 cm/s 0,6 cm 0,40

4 0,5 cm/s 0,3cm 0,84

Table 3 Summary results of autocorrelation
coefficient determination

2.4 Measurement of parallelism and
autocorrelation effect

Item parallelism deviation is maximum
distance between lines which are set on
parallel way to the reference surface.
Uncertainty components are mainly the
same as for the straightness. Additional
components give appliance which ties two
separate dial gauges and reference line
determination. Autocorrelation effect is
mainly the same as for straightness
measurement. Influence gives appliance
rigidness which cause also residual
movement of the second measuring
instrument.

3. CONCLUSIONS

Measurements results and uncertainty
estimation give base for assumption that
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exists autocorrelation effect by
measurement of straightness. Process
characteristics values have clear influence
by measurements. Further investigation
shall show more exactly influence
structure. Taking account the
autocorrelation effect, it allows to make
more accurate the measurement process in
practice.
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DEVELOPMENT OF VIRTUAL REALITY INTERFACE FOR
REMOTE ROBOT CONTROL

Lees, U.; Hudjakov, R.; Tamre, M.

Abstract: This paper discusses different options
to apply Virtual Reality for practical industrial
applications and provides one of very practical
and new example system developed by the
authors.

Key words: Virtual reality, telepresence

1. INTRODUCTION

Virtual reality technologies are one of the fastest
developing technologies during last decade.
Moreover, technology forecasts predict that
virtual reality technologies belong among ten
most significant and important technologies
changing the world and how humans
communicate during next five years. On recent
technology trade fairs and Internet sites, all big
technology companies demonstrate some new
virtual or augmented reality device where some
more widely known are Google Smart Glasses,
different 3D screen and camera systems. Most of
them are still focused for gaming application
because this sector is one of the fastest and
highest return potential in short term perspective.
Despite of this virtual reality applications are
starting to find their place for industry too. One of
the first sector that attracted virtual reality
technology was medical sector because the
technology gives to doctors’ ability to get more
realistic feeling what could happen during an
operation or even perform distance operations.
Production sector have been careful taking into
use virtual reality applications, which is in some
extent connected with preconceptions dealing
with something that have been used previously
mainly for gaming, free time applications, and
from the other hand connected with the lack of
practical applications and industry suitable virtual
reality devices.

Tallinn University of Technology Department of
Mechatronics has long experience in developing
different machine vision systems and smart
algorithms. Rapid development of virtual reality
hardware components in the world during some
last years have provided a unique and promising
base platform to develop new virtual reality
applications for industrial robot control. It is well-
known that for example the operator of a
Explosive Ordnance Disposal (EOD) robot or
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operator of a precise assembly robot systems or
operator of complex processing robotic machine
have difficulties in getting real imagination what
is happening in 3D in the robots very operating
zone. 2D camera pictures or just trust of the
machine programming is not enough in many
cases. To control the process precisely the
operator must interfere it in many cases. Even
more, to provide options for remote consultancy
for a specific industry processes, it is needed to
enable to get real 3D imagination of the process to
an engineer remotely.
According to Michael Abrash ['] all following
conditions have to be satisfied in order to create
sensation of presence:
e Field of view must be more than 80 degrees
e Image resolution must be at least about
1000x1000 pixels per eye
o Pixel persistence less than 3ms
Refresh rate of about 95 Hz
e Global display - all pixels should be updated
simultaneously as opposed to updating line by
line
e Optics that allow control of focal length and
viewing distance
e Robust angular and positional tracking
e Low latency - reaction from head motion to
finishing display update should be below 25
ms
Up until now the limiting device, that has held
back virtual reality revolution, has been the
virtual reality goggles. The existing models had
too small field of view or were too heavy or
expensive for wider audience. The breakthrough
in virtual reality glasses has been enabled by
recent emergence of mobile technologies and
advances in computer graphics. Availability of
high resolution, small form factor, low power and
cheap displays as well of existence of low latency
embedded orientation sensors are necessities for
building a modern head mounted displays.
Advances in computer graphics have enabled to
do away with expensive and, more importantly,
heavy optics.
One device that relies on aforementioned
technological advancements is Rift from Oculus.
It puts a single high definition display in close
proximity of wearers eyes and renders a stereo



image onto the display. The display is too close to
the wearers eyes for sharp image, to alleviate the
problem a single lense is installed between the
screen and the eye. The lense will focus the eye to
infinity, and provide 100 degrees field of vision.
In addition the lense will warp the image so that
there are more pixels in the center of the view
area than in the edges which is in line with human
physiology - the center of the eye has higher
definition than peripheral vision. Unfortunately
the single lense will distort the image. The
distortion of the lense is compensated by
distorting the projected image in opposite
direction making the wearer to see orthogonal
image.

Most of the cues for spatial vision come from
imagery itself - perspective, lighting, etc. For
added realism additional cues can be added such
as stereo vision and head tracking. Each added
cue will increase the realism of the scene. The
Rift display is coupled with accelerometer that is
used to measure head position. The system is
continuously rendering an image based on
wearers head position providing head tracking
functionality.

For telepresence applications the virtual reality
glasses have to be coupled with cameras.
Applications such as EOD robot control or remote
service benefit from depth perception. For
generating stereo imagery a pair of cameras can

Fig. 1. The first prototype.

be used. The pair of cameras must be mounted
approximately 65 mm apart, which is about the
average distance between human eyes. It would
be good if the distance could be adjustable but
changing the camera position would invalidate the
delicate camera calibration.

Better depth perception comes from head
tracking; to enable that the camera pair must be
mounted on a moving platform. In order to avoid
image tilting during head movement due line-by-
line image scanning the cameras must have global
shutter. To avoid depth distortion during head
movement the cameras must be synchronized. An
object that is at given distance from cameras
appears shifted when the images are overlied. The
shift or disparity between camera images must
stay constant during camera movements which in
turn requires synchronized image acquisition.

The target of current development project is to
create a telepresence application using modern
hardware.

2. THE FIRST PROTOTYPE

The emphasis of the first prototype (Fig. 1) was
quick development; there was abundance of
information about problems of virtual world
rendering but not much was known about physical
device requirements. The intention of the first
prototype was to gather preliminary information
about design constraints, it was made of low




quality 3D printed parts, HobbyKing HK15298B
servo motors and Logitech C525 web cameras.

The first problem with the web cameras was that
they were not optically aligned and there was no
precise mechanism to do so. The cameras were
mounted on a loose 3D printed bracket that did
not allow fixing them on steady position causing
misalignment. Presenting the cross-eyed picture
to user of the device induced motion sickness.
Even when the optical axes were somewhat
aligned the picture was only good for objects that
were more than 2 meters away. Evidently there is
a need to design an optical axis alignment tools to
the second prototype and also do the camera
distortion calibration/compensation in software.

The second problem with the web cameras was
that they had a rolling shutter meaning that the
lines were scanned line by line. While it was not a
problem when camera was stationary or even
when camera was rotated by hand it significant
problem during head movements; turning the
head sheared the whole image. Both cameras
were working in live mode; image acquisition was
not synchronized. This should have caused

Fig. 2. The second prototype.
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distortion of depth of objects on stereo imagery
during head movements, but none of this was
observed. It is possible that the depth distortion
was masked by image shearing and motion blur
artifacts.

Overall the first prototype failed to produce any
noteworthy depth perception through stereo
imagery. Significant camera calibration needs to
be done for tapping stereo imagery and reducing
the sickness. There was, however, definite depth
perception from monocular imagery. The effects
of motion parallax and occlusion combined
produced a much better depth perception than
what can be observed on pre-calibrated stereo
imagery.

The used servos packed motor, encoder controller
and a gearbox into a single unit; they were
controlled using pulse-width-modulation (PWM)
signal. There were three servos for rotating the
cameras over three euler axes. The servos were
responsible for major part of the latency in the
system; The head movement could be detected
within a millisecond, but issuing the PWM
positioning signal to servo motor took 20




milliseconds. The high gearing ratio of the servo
added further delays during head movements
causing the picture to lag behind head movement
- the gimbal system has to be able to achieve
angular accelerations of over 900 rad/s? and
angular velocities of over 9 rad/s for accurate
head tracking [?]. Having a total system latency
below 20 milliseconds is important for presence
but before the servo latencies are suppressed it is
difficult to evaluate the feasibility of the system in
a real world scenario.

3. THE SECOND PROTOTYPE

The second prototype (Fig. 2) is in works at the
time of writing and will be based on both
experiences gathered from first prototype and on
further research on the subject. The camera mount
will be based on gimbal camera stabilizers that
are used together with model helicopters, it will
be made of carbon fiber to keep the weight down.
The new cameras are designed for stereo imagery
applications. The body of the apparatus will be
made from carbon fiber in order to keep the
weight down and deliver fast reaction times and
lower latencies during head movements.

Using light and high torque GBM4008H-150T
motors from gimbal stabilizers help to keep the
apparatus compact. Instead of connecting the
motors directly to encoders it was chosen to use
an accelerometer sensor that is directly connected
to camera bracket. The main advantage is that it
helps to stabilize the camera even when the
apparatus is attached to EOD robot - it considers
both operator view direction and the position on
the carrying EOD robot. The other advantages are
the compact size, light weight, easy attachment
and easier calibration procedure of such feedback.
Conveniently there’s a three axis brushless DC
motor controller available from BaseCam
Electronics that supports accelerometer for
feedback. The controller has analog inputs for
positioning signal allowing to eliminate most of
the PWM delay.

The chosen Leopard Imaging LI-USB30-M021
cameras are of industrial origin; they are designed
for monitoring high speed operations and support
high resolution imagery. The cameras have global
shutter, meaning they acquire all pixels at once,
and deliver the frames at rate of 60Hz over USB3
to host device. There is a synchronization input
for coherent imagery. Finally the cameras are of
compact size helping to reduce the size and
weight of the apparatus for lower latency.

4. CONCLUSION

There has been a recent breakthrough in virtual
reality technology that enables a whole range of
new applications. The article focuses on building
a telepresence device and enlists some of the
hardware challenges in design of such device
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together with possible solutions. The major
challenges are identified as optical calibration and
responsiveness of the robot. The stereo camera
imagery needs to be meticulously calibrated in
order to provide believable stereo imagery for
depth perception and the robot has to be able to
perform rapid movements in order to track fast
head movements.
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AUTOMATION OF AN EXCAVATOR BOOM MOVEMENT
IN 3-DIMENSIONS

Liukkonen, J.; Knuuttila, P.; Nguyen, T.; Ingale, S.; Kiviluoma, P.; Korkiala-
Tanttu, L. & Kuosmanen, P.

Abstract: Mass stabilization is the process
of mixing binder into soil to improve its
strength and stiffness. Stabilization is
carried out wusing a specialized tool
attached at the end of an excavator boom.
The purpose of this project is to automate
the boom movement of a mini excavator to
better understand how automation affects
the speed and accuracy of the system. The
movement  was automated using
AT90CAN128 microcontroller connected
by CAN bus to proportional valves which
control the hydraulic cylinders of the boom
based on the angle feedback from the
resolvers. It was possible to move the
bucket attached at the end of the boom
reliably from point to point inside the
reachable space of the excavator.

mass stabilization, robotic
PID control, kinematics

Keywords:
excavator,

1. INTRODUCTION

Mass stabilization is the process of
hardening soft soil by mixing in a binding
agent. Mass stabilization unit consists of
one human operated excavator and a
separate binding agent tank [*]. Typically
large areas need to be stabilized and
maintaining a consistent quality during this
process is a difficult and time consuming
task. The repetitive nature of the process
suggests substantial benefits in
automatizing the task.

This research focuses on automating the
boom movement. The purpose is to reduce
the effect of control movements of the

251

operator to achieve more accurate and
efficient result of mass stabilization.
Independent movement of the excavator
together with the tank is left out of this
research. The research builds on the
previous studies carried out by Martikainen
et al. [°] and Kiviranta [*]. The goal is to
extend the results of one-dimensional
movement of the bucket tip by Martikainen
et al. into full three-dimensional
movement. Other groups such as Lee et al.
[l have also conducted research into
automated boom movement for automated
levelling work.

2. METHODS

The excavator used in the project (JCB
Micro 800) is automated  using
electrohydraulic valves (Sauer-Danfoss,
PVED-CC Series 4) and resolvers
(Axiomatic AXRES-CO-V2-1X-H) which
are connected through CAN bus to a
microcontroller  (AT90CAN128). The
electrohydraulic valves of the excavator
allow operation of the boom using a
microcontroller and resolvers attached to
each joint which provide accurate
information of the joint angles. Since the
original diesel engine of the excavator had
been replaced with an electric motor, the
resolvers were connected by twisted pair
cables to minimize the electromagnetic
interference.

A printed circuit board and the supporting
electronics were built to interface the
microcontroller with the electrohydraulic
valves and the resolvers. Bucket tip
coordinates specified in the custom made



PC software were supplied to the
microcontroller via serial port. In the
microcontroller, a software PID controller
adjusts the flow for each valve based on
the difference between the reference angle
and the current angle for each joint. The
control messages for the valves are sent
through CAN bus and define the flow and
spool drive direction. Figure 1 has a
flowchart of the interaction between the
system components.

RESOLVERS

ARl |Z\*

CONTROL
UNIT

Tt

VALYES

FLOW l

ACTUATORS

FLAMW %5
SPCHIL DEECTIC

ERREOR
MESSAGES

FLLIDY

Fig 1. System schematic. The interaction
between system components.

The desired path for the bucket tip is
determined by an array of waypoints. Each
waypoint consists of x, y and z coordinates
of point O3 as illustrated in Figure 2. These
waypoints can be converted into joint
angles Dby using inverse kinematics
equations presented by Koivo []].
Equation 1 describes the angle of the
excavator boom slew joint

], (1)

where pcf; is the y coordinate of point O3

D
poy
D

6 =tan™
' [ ps

and p> the x coordinate. Equation 2 gives
the angle of the link 2 around the Z; axis
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D
g, =tan {pd"z] -

- \/4a§((p3)2+d2)—((p3)2+d2+a§—a§)2
(pg)2 +d%+a’-a]

, (2)

where p° is coordinate of point Os.
Parameters a, and a, describe lengths of

link2 and 3, and d used to shorten the
equation is defined as

d= Cos(el)poDx +Sin(91)p5, -a. (3)

where a; is the length of link 1. All the link
lengths are given in Table 1.

Link length (m)
a; 0.180
a, 1.340
aj 0.945
ay 0.460

Table 1. Link lengths of the excavator
boom.

Equation 3 gives the angle of the link 3
around the Z, axis.
] (4)

Finally, equation 4 gives the angle of
coordinate frame O, around the Z3 axis

D
CZ poz B Szd
D
S, poz + Czd -4,

0, = tan‘l(

0,=0,+0, +27-6,-6;), (5)
where 6, is the angle between the bottom
of the bucket and the X, axis. The digging
angle 6,, describes the angle between the

bottom of the bucket and horizontal ground
plane.



Xy

Fig. 2. The assignment of the coordinate
systems [°].

For the purposes of this small scale
prototype, the bucket is kept perpendicular
to the ground to mimic the orientation of
the power mixer. Thus, determining the
final position of the bucket tip requires
three joint angles, namely 4, 9,, 6, and the

digging angle of the bucket &, . It directly

follows that the x and y coordinates of the
bucket edge are the same with joint 4. The
bucket length thus defines the difference in
the z coordinate.

The waypoints are preloaded into the
microcontroller memory via serial port.
The reachability of each point is checked
before coordinates are sent to ensure a
predictable operation of the excavator. The
reachable space of the excavator boom can
be calculated when the link lengths and the
minimum and maximum angles of each
joint are known.

The reachable space can be visualized by
plotting a slice of the 3D space according
to Figure 3. This method is also very
suitable for graphical user interface where
the user can clearly see the reachable plane
for a given z coordinate of the bucket tip.
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Fig 3. A slice of the reachable space of the
excavator and an illustration of the
orientation of all the boom links when the
bucket tip is in coordinates (0.8, 1.5, 0.1).

The area to be stabilized can be divided
into rectangular pieces. The mixing head is
kept at roughly constant depth as it is
moved through the soil. The system
parameters can be optimized if the largest
rectangle for a given depth (z coordinate) is
known. The dimensions of the rectangle
with the largest area can be derived as

X, = %\/SRZ _2k2 - 2ky8R*+K?  (6)

and

Yo = %(\/SRZ K -3 @

where R is the reach of the excavator and k
is the radius of the unreachable area close
to the excavator as illustrated in Figure 4.

[y

R

;? ,recr\\

T Xrect
k

Fig 4. The rectangle inside a slice of the
reachable space. The white area depicts
area the excavator boom can reach for a
given constant height of the bucket tip. The
slew joint axis is at the origin.




3. TEST PLAN

Testing the accuracy and speed of the
automatic operation is important for
quantifying the possible performance gains
in mass stabilization. To test the accuracy,
a strategy for moving from one waypoint to
the next must be devised. A waypoint
strategy is characterized by the placement
of the waypoints, e.g., the distance between
the waypoints, and the tolerances
associated with each waypoint. Each
waypoint has a surrounding tolerance
radius associated with it. If the resolvers
indicate the bucket tip to be within the
radius, the control algorithm then directs
the bucket tip to move to the next
waypoint. Modifying these factors will
result in changes in performance measures.
The goal was to find an optimal waypoint
strategy within this control framework.

To determine the value of the usable
tolerances, the accuracy of the system has
to be measured.

Before the tolerances can be measured the
resolvers must be calibrated. The system
was calibrated by measuring the maximum
and minimum readings for each resolver.
The actual angles of the boom joints were
then calculated by measuring the height of
each joint from level floor and using
trigonometric relationships to obtain the
maximum and minimum joint angles
corresponding to the resolver values.

4. RESULTS

In order to determine the reliability of the
resolver data, the real position of the
bucket tip was measured from five
different points and the results were
compared with the position indicated by
the resolver data and the kinematics
equations. The comparisons are shown
below in figures 5 and 6. The bucket joint
angle ¢, was not included in the

measurements. The bucket was always set
so that the line from the bucket joint to the
bucket tip was perpendicular to the ground.
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Joint angle error

Angle (degrees)

Joint angle
Fig 5. Box-Whisker plot for the joint angle
error of the resolvers. The error in degrees

of &, was between [0.5, 4.98]. 6,had error
between [0.65, 4.85] and the error of
6, was between [-0.44, -6.24].

Position error

Distance (cm)

z

Direction
Fig 6. Box-Whisker plot for position error
of the bucket tip. The error in x-direction
was between [-14.2, 3.2], for y-direction
the error was between [-10, 2.8], and for z-
direction [-1.2, 5.1].

The joint angles had errors less than 6
degrees for all the joint angles. The
absolute error in distance was on the
average 11.33 cm or 6.43%. The standard
deviation was 4.05 cm or 2.8%. The
resolver data were concluded to be
sufficiently accurate for this application
based on the comparison.

The calibration step is crucial for achieving
high accuracy and these results could
perhaps be further improved.

5. CONCLUSIONS
The initial test results showed that the

boom can be reliably moved within the
reachable space of the excavator when no



external forces act on the boom. Thus the
excavator is used in this research primarily
as a test platform for automated boom
movement. In mass stabilization the
excavator joints have to tolerate large
lateral loads.

Currently, an important next step would be
to develop a system for monitoring the
forces applied to boom and the power
mixer unit to avoid damage to the tool
when encountering hard obstacles, such as
rocks hidden in the soil. Beyond that, the
problem of autonomous movement of the
excavator and binding agent tank must also
be solved to achieve full automation.
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INFLUENCE OF THE HIGH-SPEED MILLING STRATEGY ON 3D
SURFACE ROUGHNESS PARAMETERS

Logins, A.; Torims, T.; Gutierrez Rubert, S. C.; Rosado Castellano, P.; Torres, R.

Abstract: High-speed machining is an
effective modern machining method used in
die-cast material processing, to increase
the efficiency, quality and accuracy of the
machined surface and to reduce costs and
machining time. The aim of this research is
to explore the technological strategy and
influence of the processed materials on the
3D surface roughness parameters and
provide recommendations for
manufacturers on how to obtain the
prescribed surface roughness parameters.
This paper covers analysis of the following
factors: feed rate, manufacturing strategy,
overlap and material influences on the
most characteristic 3D surface parameters.
The results are based on ANOVA—analysis
of variance—where differences between
groups of means are analysed using a
collection of statistical models. This
method enables the comparison of three or
more group variables for statistical
significance. The present paper provides
analysis and relevant conclusions on the
most significant impact factors: material
and the high-speed milling manufacturing
strategy.

Key words: high-speed milling, 3D
surface roughness, technological milling
strategy, ANOVA, analysis of variance

1. INTRODUCTION

Up until recently, the 2D surface
roughness standard 1SO 4287:1998 was
used in manufacturing. However, this has
now been replaced by the 3D surface
roughness standard 1SO 25178: 2012 (e.g.
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[’]). As vet, there is no reciprocal,
correlative information regarding surface
roughness and machining technology
parameters for this standard. Given the
changes in technological machining
parameters and measured 3D surface
roughness parameter variances, there is a
need to draw conclusions and analytically
describe certain relationships between the
technological machining process
parameters and surface roughness.

The overall aim of this research is to
identify mathematically the most critical
technological parameter influencing each
specific 3D surface roughness parameter.
At the end of this research, the authors
prepared several recommendations for
manufacturers on how to apply these
technological parameters during the
manufacturing  process, order to
minimize surface roughness.

in

2. HIGH SPEED MACHINING

High-speed milling (HSM) is a modern
technological manufacturing method, as
compared to traditional machining with
chip removing methods (turning, milling
and grinding), which aims to increase
manufacturing efficiency and improve
surface quality, whilst at the same time
reducing manufacturing time and costs.
The high-speed milling method has many
benefits compared with conventional
milling. Very often, high-speed milling is
considered merely as a way to improve
productivity resulting from faster cutting
speeds than those used conventionally.
High-speed milling is widely used in



modern tool manufacturing and die-cast
material machining, which has strict
requirements for low surface roughness

(e.0. [°])-

Based on this research in the
Department of Mechanical and Materials
Engineering at the Polytechnic University
of Valencia, the most popular die-mould
steel samples were machined using various
combinations of cutting parameters (feed
rate, strategy and overlap). Such cutting
parameters as depth of cut and cutting
speed were kept constant.

The Gentiger GT-66V-T16B high-speed
milling machine was used for the
experiment, which has a spindle speed of
up to 16,000 min?. In addition, the
machine power is sufficient to process
highly durable materials operating at high-
speed with a rapid feed rate. The machine
spindle power can reach 26 kW, the rapid
feed rate is 30 m/min and working feed
rate is up to 20 m/min. The machine is
equipped with a Siemens 840D NC
controller and BT-40 cone-type spindle.

3. 3D SURFACE ROUGHNESS
MEASUREMENTS

The actual surface of every existing
object in real life is three dimensional (e.g.
[1]). In order to successfully characterize
the surface roughness, it is not enough to
describe it with only a single parameter
(e.g. Sa — the arithmetic mean height of the
surface). Complex surface characterization
is required, using parameter groups. Today
the extensive review of surface roughness
and numerical values provide us with 3D
roughness measurement methods and a
standard. The method is based on the
measurement point determination, which is
done using both random methods, through
a graphical approximation and determining
the number of points where the values of
parameters are stabilizing. (e.g. [*])

The number of data points has to be
optimal. Too few data points lead to
inaccurate results and increased
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distribution amplitude; but too many data
points substantially increase measuring
time without broadening the range of
fundamental information. (e.g. [*])

In this research, all machined samples
were measured using the Taylor Hobson
Form Talysurf Intra 50 measuring device
with TalyMap Expert data software. All the
measurements were taken in the Material
Processing Technology Department at Riga
Technical University.

4. APPROACH

Experiments were performed on 3
high-strength materials: two types of steel
widely used in die mould manufacturing
and titanium. The steel grades are 1.2312
(40CrMnMo058-6) and 1.1730 (C45W).

This research began in the Department
of Mechanical and Materials Engineering
at the Polytechnic University of Valencia
and incorporates work at the Material
Processing Technology Department of
Riga Technical University, based on
research into the impact of high-speed
milling on 3D surface roughness
parameters [*].

A variable combination of feed rate,
strategy and overlap factors was selected.
Such cutting parameters as depth of cut and
cutting speed were kept constant. One of
the most potentially significant factors
affecting the cutting quality and
manufacturing speed is the feed level. The
cut feed level is determined taking into
account recommendations from tool
manufacturers, as specified in the cutting
tool catalogue. Also, machining may be
repeated in different directions by different
paths or cutting strategies. The overlap
influences the processing time, costs and
roughness.  Likewise materials with
different mechanical properties have
differing impacts on the machining results.
Each material sample was divided into 16
subsamples, eight per side, cf. Fig.1.



Fig. 1. One side of the work piece with the
eight sample sections

After all of the samples were machined,
3D roughness measurements were taken.
Several photographs were also taken of the
surface using a microscope, in order to
compare the images with the images
provided by the Talymap Expert software
for the surface roughness measurement.
For each of the 3 materials, 16 surface
roughness measurements were taken. The
results were initially sorted by the groups
they belonged to and the most significant

parameters were chosen using the
correlation matrix in the Rcommander
software. By preparing the correlation

matrix of n random variables and including
a set of 3D roughness parameters, we
obtained the most significant, distinctive
parameters for each group. They are Sa -
the arithmetical mean height of the surface,
Sku — the kurtosis of the scale limited
surface, STp — the height of the bearing
area ratio curve, Str — the texture aspect
ratio and Svi — the valley fluid retention
index.

5. ANALYSIS

The chosen 3D roughness parameters
were collated in spreadsheets, to prepare
graphs illustrating the roughness parameter
changes affected by feed level, overlap and
strategy type. Fig. 4. and Fig. 5. show the
differences between the surface roughness
parameters applying the linear pattern (LP)
and circular pattern (CP) in the machining
process, where overlap and feed levels are
kept constant. Multiway ANOVA data
analysis software, such as Rcommander,
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with libraries of statistics provides more
extensive information about the influences
of technological parameters on roughness.
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Fig.2. The linear pattern strategy type with
a 0.05mm overlap influences the Sa
parameter (material 1.1730)
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Fig.3. The circular pattern strategy type
with a 0.05mm overlap influences the Sa
parameter (material 1.1730)

As can be seen from the retrieved data,
their wvalue is similar to that shown by the
mathematical regression, although the
overall surface roughness is slightly lower
using a circular milling pattern. This is also
seen in the surface images (Fig.4.and
Fig.5.)
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Fig.5. Sample no. 13. (1.1730, CP 0.1,
Feed 0.4 mm™) microscope camera image

The polynomial regression trend line
equation with argument x for the first
example with a linear pattern shows that
one of the technological parameters has a
major influence; in this case, it is the feed
level:

y = -31.818x° + 14.568x - 0.4076  (5.1)

The same situation occurs with the second,
circular pattern. However the equation
ratios confirm that differences between
feed levels are lower:

y =-13.84x% + 6.29x - 0.01 (5.2)

The situation is slightly different in the
case of a linear cutting pattern, where the
cutter overlap is 0.1mm. This situation is
described below and shown in Figures 6.
and 7. Here the roughness parameter Sa
increases together with the feed level. This
is also shown by the difference between the
equation ratios:

y =-8.14x° +6.27x - 0.13 (5:3)
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Fig.6. Influence of the linear pattern
strategy type and 0.1 mm overlap on the Sa
parameter (material 1.1730)
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Fig.7. Sample no. 1. (1.1730, LP 0.1,
Feed 0.07 mm™) microscope camera image

For material type 1.2312
(40CrMnMo058-6), the situations in terms
of the graph lines are comparable. The
surface roughness distribution for samples
such as LP 0.05 and CP 0.05 are similar
and differences between surface roughness
for different feed levels are almost
imperceptible. The roughness distribution
of feed level for samples with LP 0.1 is
different. As we can see from Fig. 8., with
a low feed level (0.07) the roughness
parameter Sa is lower and at a medium
feed level it is highest, but at the high feed
level the parameter decreases again.
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Fig.8 Influence of the linear pattern
strategy type and 0.1 mm overlap on the Sa
parameter (material 1.2312)

Equation with ratios for this polynomial
line:

y = -16.795x% + 8.6273x + 0.3863  (5.4)

The  Rcommander  mathematical
analysis software was used to validate this
schedule, replacing all technological
parameters with factors. ANOVA analysis
between pairs of technological parameters
is done firstly for all material types. The
pairings that cross-reference the parameters
are: feed level-strategy type, feed level-
cutting direction, strategy type—cutting
direction, feed level-overlap and overlap-
cutting direction. A similar correlation was
also conducted previously for each of the
chosen roughness parameters, in order to
compare their influence on each of the
chosen parameters.

The use of the condition of cutting
direction for example is not objective for
analysis where one cutting direction is
advantageous for only a few samples,
rather than all. It thus had to be abandoned.
Finally, pairs of all of the technological
parameters were correlated, resulting in
only two  different  technological
parameters, which had the most significant
impact, and all 3 kinds of materials. Final
analysis between these parameters and the
materials was then conducted for each
chosen roughness parameter, to identify the
most significant parameter. For parameters
Sa and Svi, the most significant factor is
strategy type (the significant ratio is
respectively 0.002 and 0.04). For
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parameters Sku and Stp, the most
significant factor is material type (0.01 and
0.03). For the roughness parameter Str, the
most significant factor is feed level
(0.001), with the second most significant
factor being material type (0.09).

6. SIMULATION

A simulation was also undertaken with
the developed application, coded using
software called Python, to capture the
cutters’ cutting edge behaviour on the
material surface. It is based on actual
surface pictures taken by the camera from
sample no. 18 (1.2312, LP 0.1, Feed 0.2
mm™) and the technological parameters
used during the sample machining process,
cf. fig. 9. The simulation shows the
movement of the cutting edge over the
material, cutting edge velocity vectors and
surface texture changes.

FIG.9. Simulation of sample no. 18, made
using ActivePython 2.7.2.5 software

7. CONCLUSIONS

The greatest influence among the selected
technological parameters is the material or
the influence of the material’s mechanical
properties. The material influence is
reflected in two parameters: Sku and STp.
Materials with the highest hardness affect
the distribution of “peaks” over the surface.
Other mechanical properties affect the
bearing ratio index. It is possible to
determine whether the surface has peaks of
several different heights, or whether their
height is evenly distributed (Fig.10).



FIG.10. No. surface

Sample
peakedness — surface peak distribution

16,

The greatest influence when looking at one
type of material is strategy type. It appears
to be better to use the circular machining
strategy. Samples machined in this way
have lower values for the surface

roughness parameters Sa and Svi. In terms
of the strategy’s influence, the overall
surface roughness changes, so this value is
easy to express with the parameter Sa (Fig.
11).
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Feed 0.4 mm™) surface image taken by
camera

The third major influence is feed rate,
which is significant only for the Str
parameter. It was shown that it depends on
the feed level invited vibrations, texture
aspect ratio grooves or drop off.

Vertical cutter displacement is probably