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Chapter 1

Introduction

1.1 The objectives and the structure of the Thesis

The main subject of this Thesis is investigation of precataclysmic
binary systems (PCBs) from the standpoint of radiation transfer processes
in the atmosphere of the cool companion, which is irradiated from outwards
by the hot primary star. The original two-layer model of the atmosphere
is described, and the analysis of the computational results is given. With
the aid of this model, theoretical monochromatic light curves of selected
PCBs were constructed and compared to observations. Origin of Extreme
Horizontal Branch objects (EHBs) is also considered, their evolutionary
paths are followed in dependence on the initial parameters.

The purpose of this work is to provide a more detailed and physi-
cally founded method of the reflection effect treatment, compared to the
conventional models with empirical reflection albedo parameter, and also
to shed some light on the origin of the possible precursors of PCBs.

This work has the following structure:

1. In the introductory Chapter 1 an overview of the nature of cata-
clysmic and precataclysmic binary systems is given, the reflection
effect and the methods of its treatment are described.

2. In the Chapters 2 — 5 the two-layer model of the illuminated at-
mosphere of the companion is described. The Section 2 contains the
description and the analysis of the processes in the upper layer, where
the Lyman continuum is absorbed, the Section 3 describes processes
in the inner layer where the diffusion approximation is applied, in
the Section 4 the algorithms for constructing light curves are given
(calculation of the luminosities of the components, accounting for
eclipses, normalization procedure). The Section 5 contains the de-
scription of the algorithm of the computer program which realizes
the above-described physical model.

3. The Chapter 6 is devoted to the application of the model to selected
PCBs. Theoretical monochromatic light curves are constructed and
compared to observational data, new sets of parameters’ ranges are
proposed.



4. The Chapter 7 contains the analysis of the influence of mass trans-
fer, mass loss and angular momentum loss to the orbital evolution of
EHBs. The role of mass-transfer determinant factors are discussed
and mass-transfer stability conditions are analyzed, an empirical ex-
pression for the mass loss rate is proposed.

5. Some additional and illustrative material is presented in the Appen-
dices. In the Appendix A expressions for absorption coefficients are
given, and the Appendix B contains the figures.

6. The concluding chapters ”Bibliography”, ” Kokkuvéte”, ” Curriculum
Vitae”, ” Acknowledgements” contain correspondingly all the biblio-
graphical references, the summary in Estonian, autobiography of the
author, and acknowledgements.

1.2 Cataclysmic and precataclysmic binary systems: overview

1.2.1 Cataclysmic binary systems

From late 1930s a large class of cosmic objects is called cataclysmic
variables (CVs). This class encompasses novae, dwarf novae, magnetic ac-
creting stars and some other ”cosmic zoo” exhibits. Some objects belong-
ing to this class demonstrate pronounced flares, their brightness changing
in the range of several stellar magnitudes in short timescale. Sometimes
such flares were observed twice or more times in one system, some objects
display regular flare activity. Even in absence of flares CVs frequently
demonstrate periodical or non-periodical variations of brightness. Obser-
vational properties of these systems are reviewed in [74]. Below we give
a brief description of the main types of this important class of binaries,
as well as of the current theories explaining their properties and behavior.
We follow [25] and [74] in our overview.

The nowvae, the earliest known and the most prominent type of CVs,
outstand by extreme amplitudes of their flares. In several days or even
several hours a star becomes brighter up to 6™ — 16" stellar magnitudes
(mean amplitude of the flare is about 12™). The period of quick rise of
brightness is followed by more or less slow luminosity drop, and the star
returns to its pre-flare stage. This period may vary from less than 100
days (rapid novae as GK Per) to years (extremely slow novae, like RT
Ser). There exists a class of so-called recurrent novae which have been
observed to flare more than once. The period between successive flares
is usually several tens of years, mean flare amplitudes are generally less
than 10" and depend on the period between flares (about 8™ — 10™ for
periods of ~ 50 years between the successive flares and about 7™ for periods
of ~ 26 years). At the present stage of knowledge it is believed that all the



novae are recurrent, and the reason why only one flare has been observed
at the majority of these objects is very long period between the successive
flares. Nova-like stars constitute another group of objects, which is difficult
to attribute with the above-mentioned groups of novae due to lack of data.
These objects are similar to novae in the minimum light, and probably
most of them are novae with no flares observed in the historic time. Some
of them are likely to be polars, dwarf novae or symbiotic stars.

Pre-nova star is a hot blue object with rapid chaotic change of bright-
ness. During the flare brightness rises steeply, the maximum is usually
sharp, then brightness drops smoothly by 3" — 4. This smooth drop is
followed by semi-periodic light variations with the amplitudes of about 1"
and periods of several days. In slow novae, this stage is followed by steep
drop to the intermediate minimum, steep second rise and the final drop.
Regular novae achieve this stage in damping of semi-periodic oscillations.
When brightness falls by about 6™ in respect to the maximum light, slow
drop stage begins, and the star returns slowly to the (quasi)stable ex-nova
stage which is similar to the stage of pre-nova.

Some hundreds of novae are known at present, but due to rapid
sequence of events, relatively small part of them have been observed in the
maximum light. Mean absolute magnitude in the maximum is considered
to be about —8™.

Most of novae in the minimum light demonstrate hot continuum spec-
tra with wide and bright emission lines of H, Hell and Call. NIII and
CIII lines may also be found near the wavelength of A = 465 nm. Some
recurrent novae contain emission lines, which are characteristic for G, K
or M class star. Spectra of some objects with weak variability (as CV Sge)
are similar to the spectra of novae. They may be novae which flared in pre-
historic time. During flares, the spectrum of a nova passes through several
stages, each one beginning before the previous stage ends. Before the max-
imum light, the spectrum corresponds to a star of B, A or F spectral class.
Absorption lines are wide and UV-shifted. Doppler effect is responsible for
this shift of lines formed in rapidly expanding transparent envelope. This
type of spectrum remains for short time after the maximum is reached. In
maximum light, when the envelope radius reaches ~ 100 Rg, the spectrum
becomes similar to B, A or F class giants. Sharp absorption lines appear in
violet wings of the pre-maximum spectrum, they correspond to the Doppler
shift of ~ —1000 km/s. In the red wings bright and wide emission lines
of H, Call and Fell appear with no shift, they correspond to all parts of
the expanding envelope. Since density of the envelope drops quickly, soon
forbidden lines of [OI], [NII], [OIII] appear in emission, they may be-
come quite intensive. This stage is followed by onset of the so-called Orion
spectrum with highly blue-shifted lines of HI, OII, NII, CII. The shift
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frequently oscillates chaotically, reflecting changes in the expansion speed.
When the envelope is rarefied to densities characteristic for planetary neb-
ulae, the typical nebular spectrum is set, with bright H, He and forbidden
lines. In some novae, the nebula becomes visible, and its expansion may
be visually followed. After returning to the normal stage, the spectrum of
the object corresponds to the post-nova. Sometimes nebular lines or even
the nebula itself is observed.

From spectral observations some important conclusions follow. Gas
masses ejected with very high velocity are evidence of energetic explosion
process on the star. Ejected gas velocities exceed the escape velocity, so the
envelope leaves the star, which loses about 107 of its mass and radiates ~
1038 J.

The majority of dwarf novae are similar to novae, but flare am-
plitudes are smaller and periods between flares are shorter. U Gem type
stars demonstrate flares with amplitudes of 2™ — 8™ and periods between
flares from 20 to several thousands days. SU UMa stars flare with peri-
ods about 10 <+ 200 days, but after a small number of cycles (~ 3 + 10)
they have supermaxima which are more lengthy and of higher amplitudes.
During supermaxima periodical light variations are observed (so-called su-
perhumps). Z Cam type objects have so short periods of quiet that light
variations are nearly continuous.

Spectra of dwarf novae often demonstrate strong H Balmer lines in
emission with weak blue continuum. No forbidden lines are seen. Sig-
nificant width of lines may be explained by Doppler broadening due to
rapid rotation of the disc. Weak Hel lines are present, some objects also
have Hell line. Rarely NIII and CIII lines are seen. A fraction of the
objects demonstrate absorption spectrum of the main sequence star (of G
or K class) superimposed onto the above-mentioned spectrum. So, spectra
of dwarf novae are similar to spectra of post-novae in the minimum light,
the difference is that the excitation degree of the latter is higher. Like spec-
tra of novae, spectra of dwarf novae show the following types of variability:
(1) periodical changes attributed to Doppler shifts due to orbital rotation
in the close binary system; (2) complicated behavior during flares. The
first type of variability is very similar in novae and dwarf novae, but the
second type of variability is different. The phenomena characteristic for
novae and related to rapid expansion of the envelope are absent in dwarf
novae. During the flare, the continuum of spectra of dwarf novae becomes
brighter, but the intensity of the emission lines does not change signifi-
cantly. Near the maximum light in spectra of most of the dwarf novae very
wide absorption lines appear, sometimes with central re-emission. They
may emerge in the inner, quickly rotating parts of the disc. These lines
disappear with the drop of light, and the spectrum in continuum becomes
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weaker again.

Nowva-like objects with UX UMa as the prototype are similar by
their spectral features to novae in pre-flare or post-flare epochs or to dwarf
novae during flares, but flare activity have not been detected in them.
These objects demonstrate rapid light fluctuations of low amplitudes some-
times accompanied by eclipses.

Polars are objects with very short (from ~ 1.5" to ~ 4") orbital
periods, their prototype, AM Her, was discovered in 1923. Long-period
variability of polars is characteristic for two different stages: the active
stage with high light, and the quiet stage with about 2™ lower magnitude.
Short-period variability is induced by orbital rotation. Rapid flickering is
also present. Spectra with high excitation is similar to an ex-nova spec-
trum, containing many emission lines (most intensive are H and Hell
emission lines). The name comes from strong polarization proper to these
objects. Polars are also prominent by their strong X-ray radiation which
is significantly more intensive than the novae and the dwarf novae have. It
is the reason why sometimes they are classified as X-ray binaries. There is
no transit from polars to X-ray binaries, but do exists a gradual transit to
dwarf novae (so-called intermediate polars), and it is reasonable to treat
them as CVs.

In spite of large difference between the three types of CVs described
above (novae, dwarf novae and polars), they have many common proper-
ties and may be described by a single model. Their similarity appears in
the following features: (1) irregular variability with amplitudes ~ 1™ and
periods of 102 = 10* days; (2) rapid flickering with amplitudes < 1™ and
periods from seconds to hours; (3) coherent oscillations with amplitudes
of ~ (1073 +1072)™ and periods of ~ 10% sec; (4) variability synchronous
with the orbital rotation.

All attempts to explain flares of novae and dwarf novae have not
beens successful until the binarity was revealed for a significant part of
these objects. Since then, a substantial progress have been achieved in
understanding of their nature. The following model of a CV is generally
accepted at the present time.

Model of the CV as a binary star. CV is a binary star consisting
of a white dwarf (WD) being the primary component with minute contri-
bution to the continuum, and a secondary component. The secondary may
be a red giant star, as in the recurrent nova T Crb or even another degen-
erated star as in AM CVn, but in most of the CVs the secondary is a red
dwarf of a spectral class later than that of the Sun. The secondary com-
ponent gives only absorption lines in the spectrum, in some CVs it is not
appear directly in the spectrum. Most of such systems have periods from
about 1” to about 15". According to the Kepler’s third law, the semimajor
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axis of the system may be found (in units of Rg) as

A=05P*3MV3 (1.1)

P being the period of the system in hours and M being the total mass of the
system in units of M. The secondary component fills in its critical Roche
lobe and loses mass through the inner Lagrangian point. In absence of
magnetic field-induced perturbations, this matter forms a rapidly rotating
accretion disc around the WD. In the region where the matter falls onto the
disc, the so called hot spot is formed. The hot spot is the result of the shock
front action: due to extreme gravitation of the WD, the speed of the matter
is very large, and a significant fraction of its kinetic energy is converted to
heat (temperatures may reach ~ 10° K) and radiation, partially in soft X-
rays. The accretion disc and the hot spot are the main source of continuum
and emission lines. The matter in the disc is braked by friction and falls
onto the surface of the WD, transferring the angular momentum. So the
spin of the WD accelerates and may reach the limit of stability. If the
primary has a strong magnetic field, it impedes accretion disc formation,
and the gas flow from the secondary is directed along the field lines onto
the magnetic poles of the primary, forming a so-called accretion column.
At the same time, magnetic field binds the WD spin to the orbital rotation,
synchronizing both motions (so the term synchronous rotator has appeared
for the polars). With intermediate magnetic fields the accretion disc is
present, its inner boundary is limited by the strength of the magnetic
field, and the accretion column exists near the surface of the WD. Every
binary with a disc has five main sources of radiation: the primary and the
secondary components, the accretion disc, the gas flow and the hot spot.
It is expected that accretion discs emit energy that may be characterized
with a wide range of temperatures. Depending on the transparency of the
radiating gas, the radiation is emitted mostly in the form of continuous
spectrum, in the form of emission lines or both. In magnetic accreting
systems there are four main emitting regions: the stellar components, the
gas flow and the accretion column.

The reason for rapid flickering is still unknown. It may be caused
by instabilities in the hot spot or in the inner parts of the disc. In polars,
rapid flickering obviously appears in the accretion column near the WD.
Rapid coherent oscillations may be induced by various processes. In some
objects non-radial pulsations of WD may be the case, in others they may
arise due to spin of the WD which has a dipole moment: the magnetic field
strength is insufficient to bind spin with orbital rotation, and accretion
column formes a ring.

Light variability synchronous with orbital rotation occurs when the
cool star eclipses the WD, the disc and the hot spot. Since contributions
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of the hot spot and the disc vary from system to system, great diversity in
orbital light curves exists.

Estimations of masses of CV components give the following results:
(1) masses of primaries in dwarf novae lie in the range 0.2 Mg + 1.2 Mg,
masses of primaries in classical novae are 0,6 M + 0,9 Mg, in recurrent
novae masses of primaries are > 1.2 M. (2) Masses of secondaries may
vary from 0.2 Mg to 3 Mg. Shortest periods (below 2") correspond to
lower masses of the secondary, longest to higher masses. Mean absolute
magnitudes of novae are about +4™ =+ +5™, magnitudes of dwarf novae
are +8" -+ 49™. Novae emission lines correspond to higher excitations, so
the mass flow is evidently stronger in them.

Satisfactory theories of flares of novae have been established
when it became possible to follow the explosion in a wide range of wave-
lengths, from radio to UV. It was discovered that steep fall of light occurs
only in optics. In IR (as well as in radio), the intensity grows even after
in optics it drops. This is explained by formation of a dust envelope with
masses about ~ 10™* M. Through 10? days it becomes transparent, and
expanding photosphere with fluctuating luminosity becomes visible.

An important role in processes leading to nova explosion plays mass
transfer from the red dwarf onto WD. For novae, numerical estimations
give transfer rates of ~ 1078 M, /year, for dwarf novae ten times smaller.
Not all the matter may fall onto the WD: gas flows, carrying a fraction of
the matter out of the system, may be formed.

Since WD gravity is very strong, huge energy is necessary to eject the
matter with velocities of ~ 5103 km/sec. Only thermonuclear reactions
may disengage such energies. It became evident in 1950-s that flares of
novae are the result of thermonuclear explosions of hydrogen accumulated
on the WD surface and proceeding from the secondary component. It was
demonstrated that for an effective thermonuclear explosion diffusion of H
into C-rich nucleus of the WD is needed. The explosion energy grows
with increase of C', N and O fraction in the WD. If the fraction fo CNO
elements does not exceed that of the Sun, the explosion may occur only
in the most massive WDs. Theory gives the following results: (1) the
explosion is merely probable in WDs with M ~ Mg, due to a large radius
of such a WD; (2) the more massive and luminous the WD is, the less
matter it needs to accumulate for H to ignite.

In the initial phase of the flare, not more than ~ 10% of the ac-
cumulated H is ejected. In the following phase of hydrostatic equilib-
rium the remains of H continue to burn in layers with the energy outcome
of ~ 10® + 10 erg/sec until burn-out of H. During that period, the nova
has nearly constant bolometric luminosity, with the effective temperature
of the ex-WD of about ~ 10° K and 10' + 10 times increased radius,
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i.e. the ex-WD severely overfills its critical Roche lobe. The system loses
mass until the primary component shrinks again below its Roche lobe and
returns to its WD-stage, and the post-nova stage is established.

Although the existing theories of flares of novae may qualitatively
explain the observed phenomena, many important problems need a more
detailed investigation.

Several theories were proposed to explain dwarf novae flares:
(1) semi-periodical dynamic instability in the photosphere of the secondary
component leading to increase of mass-transfer rate. The red star ejects its
outer layers and flares. However, new spectral observations contradict this
theory. (2) Thermonuclear reaction in accumulated H on the surface of a
WD, intensity of this reaction is insufficient to eject the matter from the
system. The ejected matter is braked by the disc and heats it. (3) Semi-
periodical fluctuations of mass accumulation rates inducing disc luminosity
fluctuations. (4) Re-emission by the disc of the mechanical and radiation
energy of a WD. (5) Semi-periodical instability of the disc.

At the present stage of knowledge, the theories (1), (2) and (4) do not
explain behavior of the dwarf novae. According to the theory (5), accepted
currently for dwarf novae, flares in dwarf novae occur due cyclically repeat-
ing sudden change of viscosity in the outer regions of the disc. This mecha-
nism works only with small accretion rates of ~ (10719+1072) M, /year. At
higher accretion rates, this process is continuous. In objects like Z Cam,
accretion rates may change from values higher than this limit to values
lower than this limit. The theory (3) is accepted to explain superflares in
SU UMa-type objects. These superflares may be induced by accumulating
instabilities of the secondary star leading to periodical increase in matter
outflow rates.

There are strong reasons to support the hypothesis that novae and
the dwarf novae represent two phases of a very slow periodical alteration.
This hypothesis is supported by the fact that some old novae demonstrate
dwarf nova-like flares.

The origin of CVs has been widely discussed in the recent time.
The most productive idea have been the hypothesis of transfer of an ini-
tially long-period system to a short-period CV. Orbital shrinkage may be
caused by frictional forces during the common envelope stage, as well as by
tidal braking and by magnetodynamic processes. Systems corresponding
to transitional stages to CVs may be some types of planetary nebulae with
binary nuclei. The evolution of a pre-CV star may proceed according the
following scenario. A main sequence star in a binary system expands in
the course of its nuclear evolution and loses matter either due to its expan-
sion or due to energy losses by gravity wave radiation and hydrodynamical
braking. So mass loss accelerates, the orbit shrinks and the period becomes
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shorter. Finally a WD is left with a low-mass main sequence companion.

1.2.2 Precataclysmic binaries

Precataclysmic binaries is a small group of detached binary systems
discriminated in the beginning of 1980-s according to the following criteria:
(1) the primary component is a hot WD or a WD precursor; (2) the sec-
ondary component is a low-mass unevolved main sequence star with mass
of M < 1Mg; (3) orbital periods are so short, in most cases Py, < 2%.4,
that PCBs may have formed only by passing through the common envelope
stage; (4) the system is nucleus of a planetary nebula. In this overview we
follow [52] to describe the principle features of these objects.

Binary nuclei of planetary nebulae are discovered by radial velocity
curves, by combined spectra with a late type star spectrum dominating
in the optics and a hot component spectra found in the UV. Most of the
PCBs are characterized by luminosity changes caused by very strong re-
flection effect (see the Section 1.3). PCBs with observed eclipses are not
frequent. Effects of selection play an important role in discovery and at-
tributing of objects of this class: their lifetime is short, being limited by the
planetary nebulae lifetime (~ 10* years) and by the WD cooling timescale
(=~ 107 years), and their absolute magnitudes are low. A review of PCBs
is given in [62], it contains most of such systems known by that time. A
later comprehensive overview of PCB objects and candidates is presented
in [9], together with their principle parameters and bibliographic references
to original works. The Table 1.1 is taken from [62] and appended by new
objects and fresh data from [9] (few questionable objects were excluded),
so this table lists most of the presently known PCBs. The table indicates
the type of the system (CPN stands for central star of a planetary neb-
ula, Ecl. for eclipsing binary) and its period (in days), and lists masses of
the components M; and My (index 71”7 corresponds to the hot primary),
the radius of the secondary component Ry and the semimajor axis of the
system Rsep, all in solar units. With their typical separations and periods,
PCBs provide an important link between short period CBs and wide pairs.

As it is seen in the Table 1.1, for many PCBs physical parameters are
not known or known with low precision. Not only insufficiency of observa-
tional material plays the role is the case, but also the fact that many meth-
ods applicable to non-relativistic components cannot be directly applied to
PCBs. X-ray and UV radiation from hot subdwarfs are poorly known. The
nature of cold illuminated companions is not sufficiently studied. Analysis
of physical conditions in the upper layers of cold companions indicate pres-
ence of temperature inversion, which manifests itself in limb brightening
(see for instance [60], [58]), that is contrary to the common limb-darkening
law in ordinary main sequence stars. Cold companions’ upper atmosphere
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evaporation by anisotropic X-ray and UV radiation of hot primaries is very
important and is still scarcely studied. Semi-analytical and numerical mod-
els support the idea that hot chromospheres are formed if the irradiating
bolometric flux exceeds 3—4 times the proper flux of the unevolved star.
UV and soft X-ray radiation penetrates the atmosphere by 10% = 107 cm,
that is comparable to the thickness of chromospheres of late type dwarfs
and thus it should favor chromospheric activity. With these effects, the
standard mass-radius relation valid for main sequence stars (and used to
estimate timescales of PCBs breaking by magnetic stellar wind) may be
violated.

Analysis of evolutionary scenarios of binary systems demonstrates
that wide pairs (where nuclear evolution passes nearly like in single stars)
with significantly different masses of the components are likely to form a
common envelope. A good overview of the common envelope phase is given
in [30]. Below we describe the most important features of this evolutionary
stage.

Several mechanisms that may lead to the Roche lobe overfilling are
known. The most frequently realized one is obviously the nuclear evolution
of a more massive component when it reaches the giant or supergiant stage.
The giant should have an extensive convective envelope that tends to fur-
ther expansion when the star loses mass, and the mass transfer timescale
should be much shorter than the thermal timescale of the giant and than
the relaxation timescale of the accretor. Another mechanism for the orbital
shrinkage is angular momentum loss due to the magnetic stellar wind and
to gravitation waves. For effective magnetic breaking, a strong stellar wind
and magnetic activity are needed in one of the components, as well as suf-
ficient proximity of the components. This mechanism works with orbital
periods of 5+ 10 days. The gravitation wave mechanism is dominant with
component separations of (1 + 3) Rg), and one of the components should
be a WD or a neutron star.

A wide pair evolution to a PCB goes in the following way. The initial
pair consists of two main sequence stars of different masses with separation
of several astronomical units and a period of (10 + 10%) days. When the
more massive component fills in its critical Roche lobe, unstable accretion
onto the low mass companion begins. The latter also fills in its Roche
lobe after having accreted about 1% of its mass, and the common envelope
is formed. Consequently follows effective breaking and approach of the
components, with possible loss of synchronization between the giant spin
and orbital rotation. Thereafter the common envelope is ejected carrying
away a significant fraction of the primary mass and the angular momentum
of the system. The low-mass companion approaches to the revealed nucleus
of the giant, the orbital period becomes much shorter. At the end of
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the common envelope stage, a planetary nebula remains with a hydrogen
(and possibly helium) hot burning subdwarf and a low-mass main sequence
companion in the center of the nebula.

Binary systems emerging from the common envelope stage with pe-
riods shorter than several days may pass through the second semi-detached
system’s phase. Since the low-mass companion will be the donor in this
case, mass transfer should be smooth and obviously should cause a nova
explosion. Theoretical estimations show that for a PCB a typical timescale
of breaking by the magnetic stellar wind is ~ 5-10° years, and typical val-
ues of radii of cold companions indicate that the unevolved star should
fill in its Roche lobe in the course of the PCB evolution. Thereafter the
accretion onto the WD begins and cataclysmic activity develops.

It follows through estimation of orbital shrinkage timescale £y that
only about half of the known systems are ”genuine” PCBs, i.e. will evolve
from the detached to the semi-detached state (i.e. to CBs) in the timescale
of tyg < 1019 yr. The reason why only a small fraction of the observed
PCB systems possesses short orbital shrinkage timescales is observational
selection. The probability to find a PCB with the given ¢4 is roughly in
inverse proportion to this timescale, so the number of PCBs which are born
with a short tsq is much larger than that is actually observed, but most of
them quickly evolve to CBs.

It depends on orbital parameters of a close binary emerging the com-
mon envelope stage whether the low-mass companion fills its Roche lobe
within the evolutionary timescale, i.e. whether a PCB reaches the cata-
clysmic stage. This question may be solved by observations and by further
theoretical modeling. Results of observations should be interpreted on the
basis of the observed effects. In the Chapter 7 we investigate the influ-
ence of the parameters of a close binary system on its further evolution
in attempt to clarify which evolutionary scenarios may lead to formation
of a close binary and why binarity may be a crucial factor in producing
Extreme Horizontal Branch objects (EHBs, see also [60]).

Despite the fact that PCBs have been intensively studied for the last
two decades, a number of important problems remains open. As it has
been already mentioned, PCBs are discovered mostly due to a pronounced
refection effect. Since the early paper [48], the problem of anomalously high
refection effect amplitude remains unsolved (see the discussion in [20]). We
see the key to the solution of this problem in reprocessing of the Lyman
continuum of hot subdwarfs in the uppermost atmospheric layers of late
type unevolved companions.
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1.2.3 Extreme Horizontal Branch objects

Underluminous sdB stars are thought to be helium burning stars with
very low mass hydrogen envelopes. They can be identified with models
for Extreme Horizontal Branch (EHB) stars. Their effective temperatures
(> 25000 K) are high, as well as surface gravities (log g > 5), which places
them on EHB. So, they appear in the same region of Teg — log g plane
as evolutionary tracks for core He burning stars with core masses of about
0.5 M and extremely thin (< 0.02 Mg ) inert hydrogen envelopes (see de-
tails in [22], [66]). Quite recently it has been discovered that most of EHB
objects are primary components of binary systems with orbital periods
P..p, ranging between 04.12 and 27% in pairs with main sequence low mass
companions (see [45], [39]). So, these systems may be close relatives of pre-
cataclysmic and cataclysmic binaries, being a link between them and wider
pairs. A number of evolutionary scenarios have been proposed during the
last ten years to explain the origin of EHB stars (see the discussion in [11],
[66]). It is currently accepted that EHB stars form due to enhanced mass
loss on the Red Giant Branch (RGB) when the degenerate helium core of a
star close to the RGB tip loses almost all surrounding hydrogen convective
envelope, but the core goes on to ignite helium despite a dramatic mass
loss and may appear as sdB star (see the details in [11]). It remains unclear
why binarity seems to play a crucial role in formation of sdB stars.

1.3 The reflection effect

Irradiation effect (a commonly accepted term reflection effect will
be used hereinafter) arises in a binary system when a considerable por-
tion of radiation of each components falls onto the upper layers of another
component. The incident flux from outwards causes heating of the illu-
minated photosphere and atmosphere and alters characteristics of their
radiation. At different orbital phase angles the illuminated star is directed
to a terrestrial observer with crescents of its surface heated to different ex-
tent. As a result, observed luminosity of the system experiences variations.
Historically, this effect is known as "reflection effect”, since outwardly it
is provoked by the similar cause which induces changes in luminosity of
planets: incident flux is ”reflected” by the surface of an object.

The real situation is much more complicated. Stellar photosphere
and atmosphere is not a solid body characterized by and an albedo param-
eter. Incident radiation experiences complicated transformation processes
inside the outer stellar layers. Some portions of this radiation are absorbed
by different agents composing the gaseous outer layers, some portions are
scattered, flux with short wavelengths may cause additional ionization of
gas and is re-emitted in lines, and so on. Many factors are involved in
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formation of reflection effect-induced light curves, and hardly is it possible
to take them all into account. One may mention convection, horizontal en-
ergy transport, shock waves, pulsations etc. Simplifications are inevitable
for analytical and numerical models of the subject.

1.3.1 On modeling of the reflection effect

Earlier investigations springing from the classical works by Edding-
ton, Milne, Minsky, Martynov, Pustylnik, Rucirisky (see for instance [12],
[37], [43], [44]), as applied to Algol-type and similar systems, are not dis-
cussed in the frame of the present work.

A number of reflection effect modeling methods have been proposed
and applied in practice during the last decades. In different models the
reflection effect is considered in different ways. In [46] a geometrical model
is proposed, with due account of zones near the local horizon illuminated
only by a fraction of the disc of the illuminating star (we also follow this
approach with several modifications and improvements, see the Chapter 4).
Some authors use an artificial albedo coefficient (usually bolometric, i.e.
wavelength-independent) which encloses a lot of physical effects into a sin-
gle parameter (see, for instance, [48]). In [42], [51], [65] and [70], grey so-
lutions are proposed for temperature distribution within the heated outer
layers of the illuminated star.

Frequently such simplified approximations give quite good results
fitting with observations. This is because usually amplitudes of the reflec-
tion effect are not large in comparison with other effects participating in
formation of light curves of a variable star (such as eclipses, ellipticity of
the components and so on). The reason is that in common binary systems
semi-major axes are long enough, so heating flux that alters the outer lay-
ers of the star is small, and the illuminated atmosphere and photosphere
are not altered substantially. Thus, the reflection effect is only of a second
order in such systems.

1.4 Conventional treatment of the reflection effect in PCBs

As it was mentioned in the Section 1.2.2, one of the main features
of PCBs is proximity of their components. The second important factor is
extremely high temperature of the evolved companion (WD or WD precur-
sor), which sometimes may exceed 10° K. On the contrary, the secondary,
being unevolved main sequence star with moderate effective temperatures
of 3000 + 5000 K, is of low intrinsic luminosity. This is the reason why
very favorable conditions exist in PCBs for the reflection effect to manifest
itself in a pure state. In absence of eclipses, this effect is usually the main
light curve forming factor in these objects, and thus it is one of the most
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characteristic features of PCBs. Due to short semi-major axes and high
temperatures of the hot star, the flux falling onto the outmost layers of
its companion is very strong, it is able to alter substantially the structure
of the photosphere and the upper atmosphere, giving raise to a number of
manifold and complicated physical processes. Strong UV and even soft X-
ray flux impinging the atmospheric layers alter considerably the structure
of the corona and the chromosphere and may be a cause of evaporative
wind (for more details see [55]), pulsations or, in broad terms, of insta-
bility of various types. Thus, significant departures from the standard
mass-radius relation valid for main sequence stars may be expected. All
these circumstances frequently turn conventional approaches to treatment
of the reflection effect to be inadequate, therefore simplified approaches
may be insufficient for satisfactory description of the processes in the at-
mosphere of the secondary. However, such methods are still of wide use
because of their simplicity and obviousness, and they frequently enable one
to quickly obtain valuable results providing satisfactory fit of observations
in general.

The traditional and common method for approximate modeling of
the reflection effect in PCBs is introduction of a reflection albedo coeffi-
cient (see, for instance, [48]). It means enclosing of all physical effects into
a single characteristic, which sometimes is adopted to be function of local
parameters (for instance, in [19] different order power laws of temperature
for the reflection albedo coefficients are adopted, the albedo coefficient is
defined individually for each surface element of the secondary). Since sim-
plified qualitative models of the reflection effect are frequently insufficient
in the case of PCBs, more detailed analysis of primary star flux transforma-
tion in the atmosphere of the cool companion is needed. During the recent
years a number of works treating the reflection effect in some specific cases
has appeared. For instance, a possible bifurcation in solutions for a strongly
irradiated atmosphere with LTE is pointed out by [27]. In [2] is treated
the problem of gravitational brightening in convective and radiative atmo-
spheres affected by outer flux. In [10] a good overview of the problem is
presented, including geometrical and radiative transfer foundations, effects
of multiple atmospheric reflections are investigated and numerical results
for light curves and polarization curves are demonstrated. A comprehen-
sive study of the precataclysmic binary BE UMa has been made by [15]
where a grid of model atmospheres CLOUDY have been applied for a de-
tailed investigation of the reflection effect in this object. However, many
problems related to the reflection effect still remain unresolved, and PCBs
present specifically interesting objects for investigations in this field, since
many phenomena induced by the reflection effect (i.e. strong departures
of LTE, instabilities of the atmosphere, etc.) are combined in them.
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1.5 Advanced method of the reflection effect treatment

1.5.1 Problem formulation

In the last several years we have systematically reevaluated the anal-
ysis of observations of PCBs (see [53], [54], [56], [57]; [58], [59]). Our current
activity in this field has been motivated by the following considerations:

i) Although PCBs are detached binaries, conventional treatment of
the reflection effect may not be adequate for those with very hot subd-
warf primary components, 7' ~ 10° K, where the predominant portion of
the incident flux is concentrated in the Lyman continuum (L.). Soft X-
ray and UV radiation should considerably alter the structure of the outer
layers of the cool companion, causing significant departures from the stan-
dard main sequence mass-radius relation. In addition, reprocessing of L.
radiation should seriously affect the boundary conditions of the irradiated
photospheres in comparison with the conventional models (e.g. [48]).

ii) Detailed data on X-ray radiation from hot primaries impinging on
the atmospheres of low mass cool companions are still scanty. Modeling
the physical conditions in the uppermost layers of such irradiated atmo-
spheres and studying the reflection effect can shed some light on the energy
distribution of the subdwarf primaries.

iii) Pulsations have been discovered in EC14026 type stars (rapidly
oscillating sdB stars named by the first member of the class discovered in
1997 by Kilkenny et al. (see [32]); it is still unknown whether binarity is
essential in explaining multiperiodicity observed in them. Roughly 30%
of EC14026 type stars forming a subclass of PCBs are found in obvious
binaries (see [61]). The question of influence of binarity on characteristics
of the pulsation spectra is one of the important topics in studies of these
objects.

1.5.2 Brief description of the model

In the course of our studies, we have compiled an original two-layer
model of the secondary atmosphere and realized it in a computer code.

For due account of the impinging flux, the surface of the secondary
component is divided into circular zones with the common center in the
substellar point.

A two-layer model atmosphere is created for each zone. In the upper
layer a set of equations of hydrostatic, ionization and thermal equilibrium
is solved explicitly to calculate recombinational spectra of the reprocessed
emergent radiation for an optically thin plasma. Contributions from free-
free and bound-free transitions are considered, diffuse radiation is taken
into account, but effects of self-absorption of the re-emitted radiation are
neglected (see the Chapter 2). In the course of our studies it was found
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that down to optical depths of 5+ 10 in the Lyman continuum, only several
tens percent of the impinging flux may be spent on hydrogen ionization,
the rest of energy is spent on heating of electronic gas or in other ways;
possible energy drains are for instance shock waves or pulsations. It means
that due to severe overheating of the uppermost layers thermal stability
is non-existent. Due to this instability we had to introduce a parameter
which would take into account imbalance effects. In this role we use a
coefficient which equalizes the impinging flux in the Lyman continuum and
emitted recombinational radiation. From calculations it follows that this
coefficient varies from about unity (near the limb) up to several units in the
substellar point. At the same time making this coefficient free parameter
we may evaluate instability influence on the escaping radiation. In the
optical band, the escaping flux is much higher than the impinging flux.
This fact proves that every L. quantum produces several optical quanta.

In the lower atmosphere the Eddington approximation is adopted
(see the Chapter 3) with due account of various absorption agents (H,
He, H*, one metal). Both layers are "sewed” together with the help of
boundary values (temperature and density).

Compiled a model atmosphere for a certain zone, it becomes possi-
ble to compute escaping radiation intensity and angular distribution and
to construct monochromatic light curves. It also becomes possible to in-
vestigate processes in the atmosphere and their characteristic features, to
study influence of these processes on the escaping radiation and on re-
flection effect-induced light curves. Light curves are constructed taking
into account both eclipses and transitions, a modification of the Napier’s
method [46] is used (see the Chapter 4). So, presetting different initial
parameters (masses, radii and effective temperatures of the components,
chemical composition of the atmosphere of the secondary, limb darkening
coefficient of the primary, orbital separation and inclination angle, imbal-
ance parameter and so on), we are able to compile model atmospheres for
different surface elements of the secondary component and to compute the-
oretical light curves, that serve as basis for comparison with observational
data. For detailed description of the algorithm, see the Chapter 5.

We have applied the computer code based on our model to several
PCBs, the results are presented in the Chapter 6.
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Chapter 2

Upper atmosphere model

2.1 Dilution coefficient

The flux impinging upon any point on the surface of the secondary
component is diluted, the extent of this dilution depends on geometry of the
system and on the position of the considered point on the surface of the star.
This position is defined by its angular distance from the substellar point §
(see the Figure (1) taken from Napier [46]). We compute the dilution
coefficient Wy using the Napier’s method with several improvements. In
general, the dilution coefficient may be represented as

W5 = Wl [(1 — ul)X + U]Y] s (21)

u1 being the limb-darkening coefficient of the illuminating component. For
the sake of simplicity we consider u; to be constant. Such approach is
generally accepted, see for instance [16]. The value u; = 2/3 is adopted
everywhere. Usually this value of the limb-darkening coefficient is used in
the bolometric case, but since data is scarce for monochromatic values, we
apply it also for the monochromatic case.

To find Wi, X and Y in (2.1), we calculate the following values,
which are based on geometry of a binary system:

p = \/1+a%—2a20055
0 = arcsin (sind/p) , if cosd > ay (2.2)
N 7 — arcsin (sind/p), otherwise

B1 = arcsin(ai/p).
Here a; is the radius of the primary in the units of the separation Rgep,
as is the radius of the secondary in the same units, p is the distance of
the considered point on the surface of the secondary from the center of the
primary (in the same units), 4 is the angular radius of the primary as it
is seen from the considered point, and « is the angle of the incident flux
with the local normal.
The following three cases are considered separately:

(i) a— By > m/2.
This corresponds to the whole disc of the primary to be below the
local horizon of the considered point on the surface of the secondary.
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(iii)

2.2

The value W7 = 0 is applied for this case, signifying lack of incident
flux.

B > 4°.

Napier’s tables may be used, with X and Y given as functions of «
and ;. We find X and Y by interpolation of these tables and
set Wi =11in (2.1).

b1 < 4°.

Interpolation of Napier’s tables is impossible, because their step ex-
ceeds values of 31. To overcome this difficulty, we compute X and Y
directly as

X = msin? 3 cosa

2 (2.3)

and check whether the disc of the primary is fully above the local
horizon (i.e. whether the condition « + 31 < 7/2 is fulfilled). If this
condition is fulfilled, the unit value for W is adopted. Otherwise, if
the disc of the primary is only partially above the local horizon, Wy
is adopted to be equal to the relative projection area of the portion of
the disc, situated above the horizon, to the whole area of the projec-
tion of the primary’s disc onto the celestial sphere for the considered
point:

1 5-« Toa\? 1 5 -«
Wy ==+ 2 1—(2 > +—arcsin<2 ) 2.4
T2 s B 7T B (24)

Net acceleration in binary system

To compute the net acceleration in a binary system, we consider

both stars to be spherical and with spherically symmetric mass distribution
(i.e. we neglected mutual distortions), synchronization of the orbital and
the spin rotations is supposed to have been established in the system, and
we also neglect thickness of the atmosphere relative to the radius of the
secondary Ro. In this approximation, a unit mass at the selected point
of the secondary’s surface is subject to the vector sum of the following
accelerations:

(i)

gravitational acceleration by the primary star,

_GM,

Al 2 )
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where ¢t = \/ Rgep + R3 — 2Ry Rsep c0s 0, Reep being the distance be-
tween the centers of the stars,  being the angular distance of the
selected point from the substellar point, and G being the gravita-

tional constant;

(ii) gravitational acceleration by the secondary star,

GM,
2 R% ) ( )
(iii) and centrifugal acceleration
GM, My + My Rs
A = 1— Jl, 2.
TR, ( M, Ryp ) 27)

M, and M, being respectively the masses of the primary and the
secondary components.

Found all accelerations, we compute their projection A, onto the axis
connecting the centers of masses, the projection to the rotational axis A,
and, finally, the net acceleration Gjg:

A, = —Ajcosa+ Aycosd + Ae,
Ay, = Aisina+ Aysind; (2.8)
Gs = JAZ+ AL

(here sina = £2 sin §, according to the law of sines).

2.3 Equilibrium conditions in the atmosphere of the secondary

Here we describe our model of the uppermost atmosphere where the
incident L. flux is fully reprocessed, and introduce several simplifying as-
sumptions. We consider the primary star to irradiate as absolutely black
body with an effective temperature of T7.g, both stars are spherical. Since
the effective temperature of the primary corresponds to blackbody temper-
ature between 30000 K and 150000 K, a significant portion of incoming
energy is concentrated in the UV portion of the spectrum, namely A < Ar_,
with Az, ~ 912 A. This irradiating far UV flux falls onto the rarefied lay-
ers of the chromosphere and the upper atmosphere of the secondary, and
processes in these layers can be treated, in qualitative terms, similarly
to the processes taking place in planetary nebulae. It is intuitively clear
that there should be pronounced deviations from LTE in such overheated
medium. To escape sophisticated non-LTE calculations that would make
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our model of the reflection effect extremely complicated, we adopted the
”on-the-spot” approximation for model atmospheres (see [47] for details),
i.e. we assumed that the free path of a photon is negligibly small compared
to the dimension of the layer where the incident L. flux is absorbed and re-
processed. We assume that in the upper non-LTE layers H is predominant
opacity agent, and solve the system of three balance equations:

(*) the equation of ionization balance

> B, (T )k (T —Ty
ot [ BelTien)lT) i)
) 1%

rec being the recombination coefficient to all levels except for the
ground level,

dv = NeN T aee(T), (2.9)

1.627 - 10~ 11
Qlrec T

(1 —0.7201n + 0.02713?) . (2.10)

10000

(*) the equation of thermal equilibrium

© By (Tiet)ky (T) exp(—7,) , /Vo
NoWs /VO e oy =4 [, (v, (211

q, being the cooling function,

¢ =& (1+CT). (2.12)

The emission coefficient for recombinations €, (both bremstrahlung
and bound-free transitions) is taken by [36],

N? hv
€y = ﬁ q)l,(T, Ne) exXp (_ﬁ> N (213)
®, is defined as
o, =F,(T) + G,(T, N.). (2.14)

F,, and GG, are the Gaunt factors for free-free and bound-free transi-
tions respectively:
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F,o= 26 [ o S €7 gl Y0 g O (2.15)
+ 25(g5 — gho) e o ¥/, '

3
0.541n 5.0-107¥>, if v>u,

G, = (2.16)

3
0.541n 3.1-1035_—;>, otherwise.

gl is taken by (A.3), 6 = 5, ng and I defined in comments to (A.3),
plasma frequency v, ~ 9.0 - 10° VNg;

(*) the equation of hydrostatic equilibrium,

P m, Gsr
Nr)= ——7— —r -0 2.1
) (1+X)kTeXp((1+X)k:T)’ (2.17)
where
Ne
X=—— 2.1
No + Ne ( 8)

stands for ionization degree (X = 1 when H is completely ionized).

In this set of equations, Ny, Ne, N* are respectively the number
density of neutral H atoms, of free electrons and of protons, k, is the
absorption coefficient for neutral hydrogen, B, is the Planck function, T}cg
is the effective temperature of the illuminating star, Wy is the local value of
dilution factor (corresponding to the angular distance ¢ from the substellar
point of the irradiated component, see the Section 2.1), G5 is the effective
gravity acceleration (i.e. the net acceleration at the respective point, see
the Section 2.2), 7, is the monochromatic radial optical depth counted
from the surface of the star, P is the gas pressure, vy is the frequency
corresponding to the Lyman limit. The optical depth-dependent term is
added to the cooling function (2.12) to approximately take into account
contribution from diffuse radiation; C' is an empirical constant of order of
unity (the value of C' = 1.5 is adopted). The meaning of other notations is
self-explanatory.

We neglect ionizations from upper levels in the equation of ionization
balance (2.9) and the role of collisions (see the corresponding estimation
in the Section 2.7.1, where these factors are proved to be negligible in the
first approximation). The applicability of our simplified description have
been checked by numerical estimations, which have showed that the upper
layer of the irradiated atmosphere is opaque to Lyman continuum photons,
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whereas quanta with lower energy penetrate freely through the same layer
with little absorption. The non-LTE layer in the first approximation may
be considered transparent to radiation in the optical waveband.

The system of the equilibrium equations (2.9), (2.11) and (2.17) is
solved numerically step by step beginning from the outward layers down-
wards the atmosphere till a limiting depth Ry, where the ionization de-
gree of medium drops to diminutive values (see technical details in the
Section 2.6). In the course of the solution process, the parameter Teq(r)
(having the dimension of temperature) is obtained as a geometrical depth r
function, together with the ionization degree X (r), the electron concentra-
tion N(r) and other physical quantities. Since LTE does not exist in the
upper atmospheric layer, T, cannot be treated as any physical temperature
but rather a parameter characterizing the state of matter.

2.4 lonization conditions in the upper atmosphere

In addition, at each integration step we calculate the value of the
ionization temperature Tion(r) (found numerically from the Saha equation
for the given ionization degree X):

N2 2mmekT 3 hvy

me being electron mass.

We also estimate the temperature of electronic gas T,(r), assuming
that the surplus of photon energy over the threshold of ionization energy
of hv, = 13.5€V is used for heating of free electrons, i.e. using the relation

NoWs / By(Tyest )k exp(—T,,) (1 - %) dv = kT.N.N*TB(T.). (2.20)
Vo

v
Here 5(T) is the collisional cooling function taken from [29] where its em-
pirical expression is given in the following form:

B(T) = (1.09 + 0.158 - 1074T) - a(T), (2.21)

the recombination coefficient « to be found according to (2.10).

Values of T, can be regarded as an order of magnitude estimate only,
since they depend on running values of physical parameters of the model,
mainly on Toq(r) and X (r). As one can see from the equation (2.20), to
find T¢(r) we need to know the ionization degree X(r). Our attempts to
incorporate the equation (2.20) directly into the set of equilibrium equa-
tions (2.9), (2.11), (2.17) in order to find self-consistent values of T¢(r)
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along with other physical parameters of the model, have failed. In other
words, in the framework of our model it is impossible to find an equilibrium
solution both for neutral H and electronic gas.

2.5 Reprocessed radiation intensity and spectrum

From our models we may conclude that the largest portion of flux
in the Lyman continuum is absorbed in the rarefied upper layer. Energy
of Lyman continuum photons is reprocessed into energy of less energetic
quanta — as a result of hydrogen ionization from the ground level and sub-
sequent recombinations onto upper levels — and in addition it is expended
on heating the electron gas. Thus, the reprocessed radiation has a typi-
cal recombination spectrum, and its intensity may be obtained from the
equation

Rim
Jeelv) = 27 K / " (T dr, (2.22)
0

where K is a normalization coefficient (the angular distribution of the
outgoing radiation is considered uniform, so the factor 27 emerges from
integration over solid angles). We calculate the intensity of the emergent
radiation by integrating the cooling function ¢, from (2.12) over the full
depth of the layer where L. flux is reprocessed, taking into account vari-
ations of the particle density and temperature within the atmosphere. In
the upper layers, where 7, is negligible, (2.12) asymptotically approaches to
the total emission coefficient €, from (2.13), in deeper layers self-absorption
becomes important correspondingly to the value of the constant C.

The equation (2.22) is valid for optically thin plasma. This is a good
approximation for near-UV and optical regions, but fails at longer wave-
lengths, i.e. in far infrared regions where effects of self-absorption become
important. It is evident that for an accurate calculation of the recom-
bination spectrum one should first calculate the populations of different
levels of H. Since our rough model does not take into account ionizations
from excited levels and neglects effects of self-absorption, we circumvent
this problem by introducing the normalization coefficient K in the equa-
tion (2.22). We take into account that for frequencies lower than the critical
value vg ~ 5.3 - 108/T5 130 N2 AR (AR being path in plasma, in cm),
the optical depth of medium is larger than one and we are dealing with a
thermal spectrum whose intensity declines with 12 (see [36] for details).

Thus, we find the value of K from considerations of energy conser-
vation, i.e. we presume the frequency integrated flux (2.22) to be equal
to the incident flux from the illuminating star (taking into account that
for v > v, the intensity of recombination radiation falls off exponentially
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with frequency, for v < v, the fall is proportional to ©/?).

We have found from computations that K is of order 1.5 + 3, which

points to credibility of our approximate method. Besides, values of K
influence only the value of Jy, it obviously does not effect solutions to
the equilibrium equations (2.9), (2.11), (2.17). The value of K serves as
internal check of consistency of our solutions.

2.6

(i)

(iii)

Technical details

The set of equilibrium equations (2.9), (2.11), (2.17) is solved numer-
ically. We start from the top of the atmosphere, where 7 = 0, and
found at this point the boundary value of the equilibrium tempera-
ture Toq(r = 0) and ionization degree. Introducing a small geometric
depth increment Ar and calculating the corresponding increment of
optical depth as A7 = fOAT Nokydr, we find new sets of T'(r + Ar)
and X (r + Ar) as well as No(r + Ar), No(r + Ar) and P(r + Ar)
by numerical integration of the equilibrium equations. This proce-
dure is followed until ionization degree falls below a critical value
of X < 0.02. We take this depth as limiting value of the upper
atmosphere extension R, neglecting minor residual L. flux and
ionization.

Since parameters of the upper atmosphere demonstrate very non-
linear dependence of the geometric depth r, we were obliged to adjust
automatically the step Ar in order to accomplish computations more
effectively. In general, Ar grows gradually with depth; however, a
mechanism of automatic Ar reduction is also provided in case of
necessity with the aim retain precision if, due to excessively long step,
the equilibrium temperature Toq(r) experiences excessive growth.

In the equations (2.9), (2.11) and (2.20) the upper integration limit
of infinity is substituted by a finite numerical value that is chosen,
in order to provide better accuracy, in dependence on the hot star
effective temperature Ti.¢. The corresponding wavelength Ao = ¢/
(c is the speed of light) is

N — ] 200 A, if T < 50000 K
0= 107 /Tieg A, otherwise.

In the expression of the Gaunt factor for bound-free transitions (2.15)

we set the upper limit of the second two sums as n,, = 15 instead of
infinity, and used ¢}, value instead of g, . We use value of ve =
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62.7 - v, in the expression (2.16) as criterium for transition from the
upper frequency range to the lower range.

2.7 Model analysis and results

2.7.1 Estimation of the role of collisional transitions and radia-
tive ionizations from the second level

To estimate a possible contribution from collisions, the results of
model calculations for irradiated B type stellar atmospheres from [33]
and [34] were used, which include detailed calculations for populations
of atomic levels for 10-level H atom with both free-free and bound-free
transitions, with radiative and collisional excitations and de-excitations, in
the temperature range of (10000 < 20000) K. Numerical data from these
models indicate that for column mass of order dm ~ 1072 g/cm~2 and
higher, the role of collisional transitions is comparable to that of radiative
transitions. For dm ~ (1074 +1073) g/cm™2, calculations indicate that the
total contribution from radiative transitions exceeds that of all collisional
transitions by a factor of 4 +—10. This result is illustrated by the Table 2.1.

Table 2.1  Ratio R, of total collisional to radiative rates, Tog =
10350 K,logg = 4.12

logdm N, 10 cm Ry
-6.00 0.012 0.048
-5.55 0.033 0.044
-5.10 0.095 0.033
-4.66 0.267 0.026
-4.21 0.747  0.027
-3.76 2.09 0.064
-3.31 6.04 0.220
-3.09 10.2  0.447
-2.87 16.4 1.01
-2.42 45.9  4.08
-1.97 128 10.6

In the Table (2.1), the tabulated values of N, are the average number
densities of electrons normalized to a column AR = 107 cm height (for
different values of AR, the values of N, must be scaled respectively; the
value AR = 107 cm corresponds to a characteristic scale height in the
atmosphere with 7' = 5000 K and log g = 4). The results in the Table (2.1)
are also in good qualitative agreement with the estimates in [41] (see there
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the Table 5.1).

In our model, the incoming L. flux is absorbed inside a range of
column mass of dm ~ (107° +1073) g/cm~2. One can see from the data
of the Table (2.1) that for dm ~ 107* g/ecm~2, or N, ~ 10'3 cm™3, the
contribution from collisions is small compared with the role of radiative
transitions.

We also realized independent evaluations of radiative to collisional
transitions ratio basing on the numerical results of our model and using
estimating formulae from [41]. The radiative transitions rate may be found
as

>~ B, (T
Ro ~ 1.3.1066W5/ V(4 ) i (2.23)
vy
and the collisional transitions rate as
_5 Ne
C ~85-107°—— F5(157000/T), (2.24)

T2

E5 being the second exponential integral. Values of Ry/C ratio are pre-
sented in the Table (2.2) where they are calculated as function of geometric
depth for a model with the following parameters: Ry = 0.224 R, Re =
0.569 Re), A = 2.723 R, My = 0.50 M), My = 0.15 Mg, Tie.s = 60000 K
(the substellar point is considered). It is clearly seen from the Table (2.2)
that the ratio Ry/C, being extremely high in the uppermost layers, drops
inwards, but significantly exceeds unity through the whole upper atmo-
sphere. In the deepest layers it even grows again, due to dramatic decrease
in free electrons concentration.

To compare radiative ionizations rate from the ground level with
the same rate from the second level, we used the expression (2.23); to
find second-level ionization rate, we took the value of v; = 1p/4 ~ 8.2 -
10 Hz (Balmer jump) for the lower integration limit. Saha ionization
equation (2.19) was used to estimate Ny /Ny ratio, with two alternative tem-
peratures: our ionization temperature estimate Ti,, and Tj;, = 80000 K
as the upper limit for a possible atomic temperature. The respective esti-
mations of Ry/R; are given in the last column of the Table (2.2) (in the
form X /Y, where X corresponds to Ry/R; estimation made with use of the
ionization temperature Tj,, and Y refers to the limiting temperature Tj;y,).

Basing on the Table (2.2) results, one may conclude that radiative
ionizations largely predominate collisions through the whole extent of the
upper atmosphere layer. The same is true also in respect of ground level
radiative ionizations to the second level radiative ionizations ratio; although
in the deepest very thin portion of this layer radiative transitions from
the second level prevail, in the predominant part of the upper atmosphere
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Table 2.2  Ground-level radiative ionizations to collisional tran-
sitions rate Rp/C and ground-level radiative ionizations to
second-level radiative ionizations rate Ry/R; as functions of geo-
metric depth in the atmosphere.

T, Ne , T Teq, Tel. Tion. Ro /C Ro/Rl
10% cm | 10'? cm ™3 10° K 10° K 10® K

0.0 50 00 354 0.2 17 2.1-10° 230/ 370
2.0 64 00 27,8 0.4 17 6.1-10° 120 / 200
5.0 76 00 236 0.6 16 4.0-10° 71 /110
11.0 91 00 202 0.8 16 4.8-10* 37 /58
39.0 129 00 162 1.2 16 20-10° 12/19
103 200 00 143 1.5 16 24-10° 7.3/11
251 437 20 138 7.0 11 39-10" 20/18
254 51.0 55 131 10.2 10 1.8-10" 19/14
255 437 199 12,0 148 8.0 6.7-10° 13/5
255 155 383 110 174 70 54-10° 32/0.7
255 99 470 10,7 181 70 55-10° 1.5/0.3

ionizations from the ground level greatly exceed those from the second level.
So, the approach developed in the Section 2.3 is proved to be well-founded.

2.7.2 Conditions in ionized medium

Solution of the set of equations (2.9), (2.11), (2.17) proves to be
rather sensitive to a specific form of the function describing the contribution
from diffuse radiation. To give graphic illustration to the results given in
this Section, the model calculations with the following parameters are used:

Ry =0.224 Ry, Ry = 0.569 Ro), Ryep = 2.723 Ro,

My = 0.5 Mg, My =0.15M,. (2.25)

The effective temperature of the secondary was set to Theg = 4-10% K.
These parameters are pretty close to the orbital and physical parameters
of the well-known PCB V477 Lyr (see the Section 6.2). The total particle
density at the top of the atmosphere was allowed to vary in the range
between Ny = (5- 10" + 5-10'3) em~3. Solutions for the equations could
be also found beyond this range, but for Ny < 10 ¢cm™2 the Lyman
continuum cannot be absorbed for any reasonable value of thickness of the
irradiated atmosphere. For very high electronic densities, the role of the
collisions cannot be ignored.

In qualitative terms, one of the basic computational results is that
UV radiation penetrates into the upper atmosphere until a certain depth,
while the ionization degree remains close to unity and Ty is declining
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(that means existence of temperature inversion; see also the Table (2.3)
where the variations of the physical parameters Toq, Ne, X, Tion, T are
represented as functions of the geometrical and the mean optical depths
for Tiex = 60000 K, the substellar point being considered). Thereafter
almost all of the flux is absorbed in a very thin layer of practically neu-
tral hydrogen. This is illustrated by the Figure (3) where the equilibrium
temperature Toq(r) is represented for different angular distances from the
substellar point. The figure demonstrates that Tt distribution experiences
a steep decline at the top of the atmosphere, where self-absorption at the
left-hand-side of the equations (2.9) and (2.11) in UV becomes important.
Thereupon temperature gradient remains rather low until one reaches the
regions where the ionization changes dramatically. The relatively slow
change of the equilibrium temperature in the intermediate layers can be
interpreted as effective cooling of the atmosphere by radiation in recombi-
nations and by effectiveness of loss of far UV quanta on ionization of H.
As it may be expected, the penetration depth depends on 9, closely to the
substellar point radiation penetrates into the layer deeper than near the
limb.

The noticeable fact that may be drawn from the Figure (3) is that Tt
values at the boundary of the atmosphere are essentially independent of the
angular distance from the substellar point, thus Tt is mainly defined by the
energy distribution of the irradiating flux rather than by its intensity. For
the same reason, the equilibrium temperature distribution is insensitive
to the size of the orbit; this fact is illustrated by the Figure (4); notice
that the profile of T, remains the same but the emission measure rapidly
diminishes with increasing of the separation.

In the Figure (5) the dependence of equilibrium temperature Toq(r)
behavior on the primary effective temperature Tjeg is represented. The
Figure (6) illustrates ionization degree X (r) behavior in the upper layer.
It is seen that the ionization remains very high (X > 1 — 1072) until the
same depths where T¢q(r) fall accelerates, and thereafter it drops abruptly.
Notice that the column depth, where the Lyman continuum radiation is
completely absorbed, rapidly decreases from the substellar point to the
limb.

Both the number density of electrons N, (see the Figure (7)) and the
mean optical depth 7 (see the Figure (8)) in the Lyman continuum grad-
ually increase with growing depth in the irradiated atmosphere. When 7
exceeds a value of (1 + 3), N, experiences steep rise while the ionization
degree rapidly declines. As it may be expected, monochromatic optical
depths 7, in the Lyman continuum depend strongly on wavelength; this
is illustrated by the Figure (9). When the ionization degree X ~ 0.5 is
reached, the electron density declines rapidly. It is clear from the Fig-
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ures (6), (7) and (8) that the thickness of the boundary layer between the
HII zone and the photosphere is small, similar to the case of classical
Stromgren spheres. Obviously, in the layer of the irradiated atmosphere
where N, is relatively high (the area corresponding to the plateau of the Tt
run in the Figure (5)), cooling is the most efficient and the contribution
from the recombined radiation is maximal. Values of Ty here are within
the range of ~ (12000 = 15000) K and they are insensitive to the effective
temperature of the irradiating star.

The uppermost layers of the irradiated atmosphere are severely over-
heated. This is illustrated well by the Figure (10), where the run of equi-
librium temperature T, for parameters typical for PCBs is compared with
that of the ionization temperature Tiy,, based on the Saha relation for our
model electron and neutral H number densities and the bolometric tem-
perature Tjo of the impinging flux (corresponding to the given primary
effective temperature Tie¢ and the dilution factor Wy). Notice that only
for deep layers, r > 2.5 - 108 cm, one has Teq =~ Tion =~ Tio1. The temper-
ature inversion in the uppermost regions of the irradiated atmosphere is
caused by a specific dependence of the adopted cooling function (see the
equations (2.12) — (2.16) and the Figure (11)) on temperature and den-
sity ine these atmospheric layers (for a detailed discussion see [4]). This
is illustrated by the Figure (12), where the cooling coefficient maximum
temperature profile Tyne is displayed over the extent of the atmosphere.
Tunst 1s found numerically from the condition %q(T) = 0. It is seen from
the Figure (12) that up to r ~ 2.8 -10% cm, T,y remains higher than Ty,
pointing to the presence of thermal instability conditions in this region.
This is due to the fact that with increasing temperature and decreasing
density in the uppermost regions of irradiated atmosphere, the recombina-
tion rate rapidly declines as N2T —1/2 whereas the rate of photoionizations
is superimposed by strength of the incident flux and the number of H atoms
at the ground level. Below the point Ttq = Tunst, medium becomes stable,
ionization drops quickly and thermalization is installed. Temperature in-
version is a well-known effect in irradiated atmospheres, and its presence
is pointed out in many works (see for instance [10], [27], [35]).

A quantitative comparison between the incoming flux from the hot
primary at the upper boundary of the irradiated atmosphere and the re-
combinational radiation in bound-free and free-free transitions, integrated
over wavelength and the column of gas where the Lyman continuum is
effectively absorbed, indicates that in deep layers where the mean optical
depth in L. is 7 ~ 510, roughly only 2550 per cent of the incoming flux
is used for ionization of H with subsequent recombinations. The remain-
ing portion is expended on heating of the electron gas and in other forms
(see the last column of the Table (2.3) where the ratio of energy AE(r)
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of the irradiating source spent on ionization of H to that lost on heating
of electron gas is tabulated). Value of AFE(r) are sensitive to the elec-
tron density, and Te(r) rises steeply with increasing the depth r. This is
explained by the interplay of two factors: by the rapid increase of the num-
ber of neutral H atoms with r on one hand and on the other hand, by a
specific dependence of the absorption coefficient on frequency, resulting in
penetration of photons of higher energy into progressively deeper layers.
The effect is amplified by the fact that the collisional cooling rate decreases
with increasing r at a rate that is roughly proportional to T e(r)_l/ 2. Since
collisional excitations are not taken into account in our model, and in view
of uncertainties in the source function at large optical depths, we regard
the values of T,(r) as reliable estimates only for 7 < (0.1 + 0.2) in the
Lyman continuum.

The thermal timescale for the layer where the Lyman flux is ef-
fectively absorbed is comparable to the orbital period of a typical PCB
(for dm ~ 1073 g/cm™? and the effective thickness of the layer 107 cm). A
similar value is obtained assuming that Ty, is the equilibrium temperature
of neutral H, T, is the electron gas temperature and estimating the cooling
timescale as

ton ~ 1.8 - 10" N2 sec (2.26)

from the Spitzer equation for the exchange of energy between neutral H
atoms and free electrons (see the formulae 3.267, 3.268 in [36]). For typical
values of T, ~ 10° K and N, ~ 10" ¢cm™3 we find ty, ~ 10* s. A possible
relation between onset of thermal instability and pulsations may be a topic
of a separate study. It is worth mentioning that Maxted et al. found in the
binary system WD 07104741 (hot sdw and M-type dwarf) evidence of H,
phase-dependent emission with an intensity hundreds of times higher than
predicted by photoionisation by a normal sWD (see [38]). To explain this
discrepancy, they suggest accretion of material from the wind of the M-type
companion. As we see, the results of our model calculations suggest that
transient effects on a timescale comparable to orbital periods of typical
PCBs are anticipated.

Although thermal instability was found to arise in the outer atmo-
sphere layer, our model does not take it directly into account. However,
this approach is well-founded in the first approximation due to the follow-
ing reasons. a) Observations of eclipsing PCBs do not show any noticeable
fluctuations of the radius of the secondary component, and this fact puts
limit on the amplitude of effects that thermal instability may induce. b) Ac-
cording to the estimation by the equation (2.26), the timescale of thermal
instability is long enough not to cause rapid oscillations in the atmosphere,
so the process of radiation transfer may be considered as nearly stationary.
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c) Values of the coefficient K in (2.22) confirm that recombinational cooling
mechanism provides reprocessing of significant amount of impinging flux
energy, thus the energy portion expended on non-stationary processes is of
secondary importance. However, a possible influence of thermal instability
on physical conditions in the atmosphere may be a subject of an indepen-
dent study. The above-mentioned phase-dependent features in spectra may
be an indicator of such instability.

The Figure (13) represents the recombination spectrum of emerging
radiation calculated by the expression (2.22). Lyman, Balmer and Pashen
jumps are distinctive.
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Table 2.3  Upper atmosphere model for T = 60000 K, sub-
stellar point. Designations are explained in the Section 2.7.2.

T Teq, Ne, 7 X Tel,  Tion, AE
10 ecm | 103 K 102 cm—3 10° K 103 K

0.0 35.4 50 0.0 1.000 0.2 170 0.32
0.5 32.7 54 0.0 1.000 0.3 1.70 0.32
1.0 30.7 58 0.0 1.000 0.3 1.70 0.32
1.5 20.1 6.1 0.0 1.000 0.4 1.70 0.32
2.0 27.8 6.4 0.0 1.000 0.4 1.70 0.32
2.5 26.7 6.7 0.0 1.000 0.5 1.70 0.32
3.0 25.9 69 0.0 1.000 0.5 1.70 0.32
35 24.9 72 0.0 1.000 0.5 1.60 0.32
4.0 24.5 7.3 0.0 1.000 0.6 1.60 0.32
5.0 23.6 76 0.0 1.000 0.6 1.60 0.32
6.0 22.3 81 0.0 1.000 0.7 1.60 0.32
7.0 21.8 83 0.0 1.000 0.7 1.60 0.32
9.0 20.7 88 0.0 1.000 0.8 1.60 0.32
11.0 20.2 9.1 0.0 1.000 0.8 1.60 0.32
15.0 18.8 9.9 0.0 1.000 0.9 1.60 0.32
19.0 18.1 105 0.0 1.000 1.0 1.60 0.32
23.0 17.7 109 0.0 1.000 1.0 1.60 0.32
31.0 16.7 120 0.0 1.000 1.1 1.60 0.32
39.0 16.2 129 0.0 1.000 1.2 1.60 0.32
55.0 15.3 147 0.0 1.000 1.3 1.60 0.32
71.0 14.9 16.4 0.0 1.000 1.4 1.60 0.33
103 14.3 200 0.0 1.000 15 1.60 0.34
135 14.4 232 0.1 1.000 1.7 150 0.37
167 14.5 26.6 0.1 1.000 2.0 1.50 0.41
183 14.5 28.6 0.2 1.000 2.2 1.50 0.44
199 14.6 304 0.3 1.000 2.6 1.40 0.49
215 14.6 326 0.4 1.000 3.1 1.40 0.57
223 14.6 33.9 0.5 1.000 3.4 1.40 0.63
231 14.5 355 0.6 0.999 3.9 1.30 0.71
239 14.4 374 0.8 0.999 4.6 1.30 0.84
243 14.3 38.9 1.0 0.998 5.2 1.30 0.93
245 14.2 39.8 1.1 0.998 5.5 1.20 0.99
249 14.0 42.0 1.5 0.996 6.4 120 1.16
251 13.8 437 2.0 0.992 7.0 1.10 1.29
253 135 46.4 3.0 0.979 8.3 1.10 1.56
253 13.4 47.1 33  0.974 8.5 1.10 1.60
254 13.3 485 39 0.958 9.1 1.00 1.73
254 13.1 51.0 55 0.900 10.2 1.00 1.96
254 12.8 545 7.9 0.749 11.4 0.90 2.24
255 12.6 57.2 10.0 0.570 12.2 0.90 2.43
255 12.3 54.7 147 0.277 13.6 0.80 2.76
255 12.2 50.7 16.8 0.200 14.1 0.80 2.88
255 12.0 437 199 0.134 14.8 0.80 3.02
255 11.7 345 24.0 0.083 15.6 0.80 3.19
255 11.4 23.0 31.1 0.042 16.6 0.70 3.39
255 11.2 19.0 345 0.032 17.0 0.70 3.47
255 11.0 155 383 0.024 17.4 0.70 3.54
255 10.9 125 424 0.018 17.8 0.70 3.60
255 10.7 9.9 47.0 0.013 18.1 0.70 3.65
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Chapter 3

Model for the inner layer

3.1 Incident flux

It was demonstrated (see the Section 2.7.2) that a predominant part
of the incident flux in the Lyman continuum is absorbed in the upper layer,
which simultaneously turns to be transparent for less energetic photons.
The L. flux absorbed in the upper layer is reprocessed, so that high energy
L. quanta are re-emitted as UV and optical quanta; a certain portion of
them leaves the atmosphere, the rest is emitted inwards.

Consequently, there are two sources of radiation that falls onto the
boundary of the inner layer: (a) photons from the hot primary with A >
912 A; and (b) reprocessed radiation from the outer layer, i.e. the prod-
uct photons from the reprocessed Lyman continuum. Since the primary is
considered to be an absolutely black body radiator, the input of the first
source is expressed through the Planck function with due account of dilu-
tion. The input of the second source is expressed through the equation for
intensity of the reprocessed radiation (2.22).

At the same time we should take into account limb-darkening of the
hot star u;. Thus the net monochromatic flux incident upon the inner
layers is expressed as follows:

Jinc(”) [WwéBu(Tleff) + Jrec(”)] ) (3-1)

- I—U1/3

W5 being the dilution coefficient (2.1), B, (Tief) being the Planck func-
tion (A.19) and Ti.g being the effective temperature of the primary star.

The bolometric flux incident upon the inner layers is obtained by
integration of the sum (3.1):

Fine = / Tone(v)db. (3.2)
0

3.2 Eddington approximation

For the inner layer (with the mean optical depth 7 > 2/3), the
Eddington approximation may be used as it stands for a plane-parallel
atmosphere:
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16 oT3(r) dT
3 R dr
Here Fy = UT24eff is the proper bolometric flux of the secondary component,
R is the mean absorption coefficient (see the Section A.4 for details). This
equation enables one to find the temperature distribution as a geometric
depth function 7' = T'(r) within the deeper layers.

We use the Eddington approximation to build the model of this layer.
The upper boundary of is explicitly set 7 = 2/3. The upper and the inner
atmosphere models are laced by the boundary conditions of the tempera-
ture Téound = VV5T14eff + Fi%(o) and the pressure Phound = Noound® T bound s
Npouna being the net particle concentration at the bottom of the upper
layer.

FO + Enc(r> = (33)

To solve the equation (3.3), we follow the method proposed by Basko
and Sunyaev, see [4]. We introduce a new variable y defined as follows:

T
yr) =2 [ plrar, (34)
my Jo
where m,, is the mass of the proton, xg = Ag/ >_j Aj is the number of
hydrogen nuclei per nucleon (see (A.11) for A;) and p(r) = >°; Nym; is the
local density, m; being the mass of the nucleon for an element j.

In terms of y, (3.3) becomes

16 oT3(r) dT
Fo+ Fnely) = J%;

We will need values of the pressure and of the incident flux in the
layer as functions of y. The expression for the pressure may be obtained
from the equation of hydrostatic equilibrium

(3.5)

9 ) = Gontr). (3.6)

(for the net gravitational acceleration Gy, see the Section 2.2).
In the terms of y, this equation may be given a form

m
P(y) = Gs—Ly + P, (3.7)
TH

Py being the gas pressure at the boundary (i.e. at 7 =2/3).
The incident flux dependence on y is given by the following integral:

2 o0
Fine(y) = exp (—@> /0 Jinc(u)e_N””ydu, (3.8)

1 = cos a being the cosine of the angle o between the local normal and
the incident flux direction (see (2.2), the second equation), x, being the
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monochromatic absorption coefficient (see the Section A.3 for details), N =
kT /P being the net particle concentration. The term exp (—2/3u) takes
into account the fall of the incident flux in the upper layer.

The equation (3.5) is integrated numerically step by step (see tech-
nical details in the Section 3.4). The geometrical depth scale

_omy [V dy
r(y) = x_;;/o W (3.9)

and the mean optical depth scale

2 T
") ==+ / R(r)dr (3.10)
0
are also introduced (we use the fact that differentiating of (3.4) gives dr =
mp dy )
xH p 7

3.3 Emergent radiation intensity and spectrum

Monochromatic radiation intensities of the radiation emergent from
the layer may be found as

() = /OOO %BV(T) exp (—%) dr,, (3.11)

B, (T) being the Planck function, py = cos a being the cosine of the angle «
between the local normal and the incident flux direction and 7, being the
monochromatic optical depth,

T(r) = / " v, (3.12)

However, since monochromatic depth scales are unknown, we should
use the mean optical depth scale (supposing validity of LTE over the layer):

L,(,u):/ R L p oy (22T g (3.13)
0 Ko/ H Ka/3 1

where ky/3(v) and Ky/3 are respectively the monochromatic and the mean
absorption coefficients at the mean optical depth 7 = 2/3.

Obtained intensities of the radiation emergent from the deeper at-
mospheric layer, together with intensities emerging from the upper layer
by (2.22), are used in calculations of the luminosity of the secondary’s disc.
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3.4

(i)

(iii)

Technical details

The mean absorption coefficients & were tabulated with due precision
as functions of temperature in order to avoid their calculation in
every step and to save computational time. Two specific methods of
averaging were used: the Planckian mean and the Rosseland mean
(see the Section A.4 for details). One may choose either of them in
order to build a model atmosphere.

Integration limits in (3.5) and (3.8) are chosen to correspond the
range of wavelengths A = (200 + 750 000) A.

The process of integration begins at the upper boundary y = 0,
T = 2/3. At each step, a small increment AT is assigned and the
corresponding Ay increment is found numerically from (3.5) together
with the geometrical depth increment Ar = ?—}’;M and the mean
optical depth increment AT = KAr, as well as the pressure incre-
ment AP = G(;ZL—}‘;Ay. Thereafter the model is extended further into
the atmosphere: T;11 = T; + AT, yip1 = yi + Ay, rip1 = r; + Ar,
Tix1 = T + AT, Pry1 = P, + AP. Thus a model of the whole inner
atmosphere is obtained, i.e. parameters of the atmosphere (temper-
ature, pressure, concentration, absorption factor) are found as func-
tions of r and 7. The process of numerical solution is stopped when
the mean optical depth exceeds the value of 7 = 14, since radiation
proceeding from deeper layers is negligible.

In order to provide higher precision, values of AT increment vary
linearly with the angular distance from the substellar point d: at § =
0° we set AT = 70 K, near the limb 6 = 90° it is decreased to AT =
30 K.

The integration upper limit in (3.13) is taken such that the argument
of the exponent function were —@1_1/2—’/?)5 = —14. If the correspond-
ing 7 is larger than the limiting mean optical depth obtained in the
solution of (3.5), we apply extrapolation to get the value of temper-

ature at the corresponding point in the layer.

Since computations of intensities by (3.13) are time-consuming, we
tabulate these intensities as functions of distance from the substel-
lar point § and of angle with the local normal o = (0° + 89°); in
the process of tabulation, values of recombinational radiation inten-
sities (2.22) are simultaneously added. The tabulation step over ¢
depends on the number of zones into which the illuminated hemi-
sphere is divided (see the Section 4.1 for details), the step of « is 1°.
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Chapter 4
The luminosity of the system

4.1 Secondary star luminosity

To calculate the luminosity of the secondary’s disc measured by a
terrestrial observer, we must integrate intensity of the emergent radiation
over the visible portion of the star. Following Napier [46], we divide the
stellar surface into circular zones with the common center in the substellar
point (see the Figure (1) taken from [46]). The distance of a zone from the
substellar point is §, its width is Ad. The running angle along the zone
is x. In this case, the luminosity of the disc at a chosen wavelength v is

Lo(v,i,0) = 2R3 [ymes {J [1,(6, ¥)+
+ 1,(0,U)] cos Udy } sin ddo.

i is the orbit inclination angle, # is the phase angle that defines a position
of the star on its orbit (¢ = 0 at the minimum light). J, and I, are
respective intensities of the emergent radiation from the upper layer of the
atmosphere (recombinational radiation intensity) and from the inner layer.
U is the angle between the direction towards the observer and the local
normal to the stellar surface,

(4.1)

cos U = sinesin d cos x + cos d cose. (4.2)

The angle x is the running angle along the chosen circular zone. € defines
the angular distance from the substellar point to the center of the star,

cos € = — cos 0 sin i. (4.3)

The limiting values (dmin, max, Xmin) = 0, Xmax defines the observ-
able portion of the star. From spherical geometry it may be found that

o, if e=mor |cotdcote|>1; (4.4)
Xmex arccos(— cot d cot €), otherwise. ’
The condition of visibility of the zone assumes
T
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If it is not satisfied, the respective zone is invisible. Since the range for the
angle § is [0 + 7], the limits dyin and dmax for integration over the zones
in (4.1) are
dmin = 0, - 5max:€+%a 1f€§%7 (4.6)
Omin = € — 5, Omax = T, otherwise.

4.2 Transitions and occultations

4.2.1 Eclipses of the secondary star

When the angle between the orbital plane and the direction to the
observer is small enough (i.e. the orbital inclination angle 7 is close to 90°),
the hot primary star on its way along the orbit may eclipse partially the
disc of the secondary component (or even totally, if the radius of the pri-
mary is larger than the radius of the secondary). So, calculating the net
luminosity of the system, we should subtract from the total luminosity of
the secondary (4.1) luminosities of the eclipsed zones. The condition to be
fulfilled so that transitions could take place is

T 3T
It means that the orbital position of the primary is in front of the sec-
ondary. Further we shall concentrate on calculations of Leclipse, that is the
luminosity of the eclipsed portion of the secondary’s disc.

Let us introduce an angular distance between the centers of the stars
at their current orbital position (defined by angles i and 6) as

0=1/1—cos?fsin?i. (4.8)

(4.7)

A transition is possible if

o<ag—+a, (4.9)

a1 and ag being the radii of the components in units of their separation Rgep;
otherwise Leclipse = 0.

If the condition (4.9) is fulfilled, we find Leglipse by integration of the
secondary’s intensity over the portion of its disc eclipsed by the primary
star. For this, we divide the eclipsed portion onto circular zones (closed or
open-ended) around the center of the transiting star and realize integration
over the zones. First of all, the integration limits are found for integration
over the zones. £ is the zone angle, it depends on relative positions of the
stars on their orbits:
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0 if &4 <,
éminz{ ey L m = (4.10)

arcsin a;“ , otherwise
and
uy p 0tal > 1
gmax - 2 . otag if a2 = 1’ (4.11)
arcsin ==, otherwise.

Thereafter the limit =, for integration along the specific zone &£
is the found (2 being the running angle along the zone), it depends on
positions of the stars and on the position of the zone:

2, 22 2
. “+a%sin“ £—a
T if £ STdy “E-a < —1:
- _ ’ 2pa2 sin & ’ 4.12
—max — 2 24in2 £—g2 ( . )
recog LT@sInTE—a L
arccos 20az Sin & , otne Se.

The expression for Lecipse is as follows:

gmax E:max
Leclipse =/ {/ [J0(6,€) + 1,,(6,8)] dE} singcos§dg. (4.13)
0

min

J, and I, are respective intensities of emerging radiation from the upper
layer of the atmosphere (recombinational radiation intensity) and from
the inner layer (compare with (4.1)). The first argument § is the angular
distance from the substellar point. It is found as

cosd = cosecos + sinesin§ cos E. (4.14)

(see (4.3) for €). The second argument of J, and I, in (4.13) is the angle
between the direction towards the observer and the local normal; in the
present case it is equal to &.

When the luminosity of the eclipsed portion of the secondary’s disc
Lecipse is found, we subtract it from the net luminosity of the disc Lo and
thus obtain the observed luminosity of the secondary Lj:

Ll2 =Ly — Leclipse- (4.15)

4.2.2 Eclipses of the primary star

Depending on relative positions of the stars on their orbits, the disc
of the hot primary may be fully or partially occulted by the secondary
star. Thus we should take into account these possible occultations when
computing the total luminosity of the system. The condition to be fulfilled
so that occultations could take place is

47



m 3T
It means that the orbital position of the primary is behind the secondary
(compare with (4.7)).
The angle p is introduced analogously to (4.8). The following sit-
uations are possible depending on the relation between the radii of the

components a; and as (in units of their separation Rgcp):

as—ay > 0 . total occultation;
ag—a1 < o <ag+ay : partial occultation; (4.17)
0 >as—+a; : no occultation.

(Of course, the condition (4.16) should also be fulfilled in the first two
cases). In the first case, the luminosity of the hot star L;(v) at a chosen
wavelength v measured by the observer is zero. In the second and the
third cases, the visible hemisphere of the hot star is divided into circular
zones (closed or open-ended) around its center, and the luminosity L;(v)
is obtained by integration over the zones:

us

Li(v) = 2RIB, (Thenr) /02 (1 —ug +ugcosC)Q(¢)sinCcosCdC. (4.18)

B, is the Planck function, ¢ is the running angle over zones, u; is the
limb-darkening coefficient of the primary. ©(¢) is the angle over the zone
opened for the observer. It is found as function of the zone angle ¢ and
relative positions of the stars:

, if 0> a9+ aq
or a;sin{ < o — as
Q(C) = or a;sin{ > o+ a9; (4.19)
0, if a1sin¢ < a9 — ;
2, 224 2
T — arccos (%) otherwise.

The first option corresponds to a fully visible zone, the second option cor-
responds to a fully invisible zone and the option corresponds to a partially
visible zone.

4.3 Light curve construction and normalization

To construct a light curve for a system with given parameters, we
should represent its net luminosity as function of the phase angle 6. For
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each phase angle, the luminosities of both components should be computed
(with due account of possible eclipses) and summed up:

L(v,0) = Ly(v,0) + Ly(1, ). (4.20)

The luminosity of the primary component L; is a function of § during
occultations (see the Section 4.2.1). L, is the secondary’s luminosity with
due account of possible transitions (see the Section 4.2.2).

It is usually convenient to normalize the computed light curve, i.e.
to represent the luminosity in units of some fixed luminosity value (nor-
malization basis). We use for such basis the system’s net luminosity at
the phase 6 = 0, i.e. at the minimum light. If occultations should occur
in the system, we do not take them account them calculating the nor-
malization basis (by taking for L; its value at the phase § = 7, where
the hot primary is in front of the secondary). So the unit value on the
light curve corresponds to purely reflection effect minimum light, and the
occultation-induced (primary) minimum lies below the unit value. Thus,
the normalized luminosity value Lyomal at a phase 6 is computed as

L1(6) + L5(6)

Lnormal(e) - m

(4.21)

4.4 Example spectra of a PCB

Example light curves may be found in the Chapter 6, where models
of three specific systems are given, for two systems (UU Sge and V477 Lyr)
in V and for the last system (V664 Cas) in UBV.

The Figure (14) represents reflection effect spectra in the maximum
light for a system with parameters close to that of V477 Lyr (see the Sec-
tion 6.2). Luminosities are normalized to the corresponding values in the
minimum light according to the equation (4.21). Different effective temper-
atures of the primary component are taken. In the spectra, Lyman, Balmer,
Paschen and Bracket jumps are clearly visible. Heights of the jumps and
magnitudes of the reflection effect in general are in strong dependence on
the effective temperature of the primary. However, it is seen that growth
of the primary effective temperature does not necessarily amplify reflection
effect magnitudes at all wavelengths: at some wavelength ranges in optics
and UV spectra, which correspond to higher Ti.g, lie lower than spectra
corresponding to higher Ti.g. The reason for that is following. An observer
sees not only the irradiated hemisphere of the secondary component (which
is lighter for higher effective temperatures of the irradiating star), but both
components. So amplitudes of the reflection effect do not directly depend
on brightness of the irradiated hemisphere but on relative brightness of
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both components, in accordance with the equation (4.21). Thus, for cer-
tain wavelengths, Th.¢ growth may cause more intense growth of brightness
of the primary star than that of the radiation reflected by the illuminated
hemisphere of the secondary component. In this case amplitudes of the
reflection effect will drop at the corresponding wavelengths.

The Figure (15) represents reflection effect spectra of the same sys-
tem at different orbital phases. Difference between the spectra is promi-
nent. Since in the minimum light the primary is in eclipse, the respective
spectrum is nearly pure spectrum of the secondary component with in-
significant additive of light reflected from zones close to the limb.

4.5 Technical details

(i) In numerical integration of (4.1) and (4.13), values for sums of monochro-
matic intensities J,+1,, are interpolated from the corresponding table
(see the Section 3.4, last item).
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Chapter 5
Algorithm description

The physical model described in the Chapters 2 — 4 was realized
numerically as a set of programs written in Turbo Pascal 7.0.

The flow block of the program is represented on the Figure (2). The
program consists of several units:

e the unit of constants. Contains physical constants and parameters of
the modeled system;

e the unit of basic procedures. Contains functions and procedures for
mathematical operations (integration, interpolation, solving equa-
tions etc.), for memory management, for file and graphical output;

e the unit for computations of absorption coefficients. Contains func-
tions and data necessary to calculate monochromatic absorption co-
efficients according to the Section A.1;

e the unit to calculate ionization state of matter according to the Sec-
tion A.2, as well total and mean absorption coefficients according to
the Sections A.3 and A.4;

e the unit for computations of the incident flux. Calculates the dilution
coefficient (see the Section 2.1) and the impinging outward flux;

e the unit for upper atmosphere model computations. Contains func-
tions and procedures to solve equilibrium equations in the upper at-
mosphere and to build up the model atmosphere according to the
Chapter 2;

e the unit for computations of models of the inner layers. Contains
functions and procedures to build up the model atmosphere in the
diffuse approximation according to the Chapter 3, as well as to com-
pute and tabulate values of emerging radiation intensity;

e the unit for computations of luminosities and light curves. Contains
functions and procedures to compute luminosities of the stars with
due account of occultations and transitions, following the Chapter 4,
to build up and to normalize light curves of a system;
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e input-output unit. Contains calls to start model calculations and to
return results.

Input of basic parameters is realized through direct editing of the
constants in the program code (i.e. the program lacks input interface).
Computational results are routed to text files as tables that may be read
by many data managing programs, like Microsoft Fxcel, Gnuplot etc. The
program also contains a simple built-in graphical output interface.
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Chapter 6

Applying of the model to observed PCB light curves

6.1 UU Sge

UU Sge is the central eclipsing star of the planetary nebula Abell 43.
Hereinafter we follow [49] in description of the history of UU Sge studies.

The variability of the system was discovered by Hoffleit [26]. A re-
lation between UU Sge and Abell 43 was established by Bond [7], and the
period of 0.4959 was found in [8], approximate parameters were proposed
as 71 ~ 35000 K, M; ~ 0.9Mg, Ry ~ 0.4Rg, (sdO star) and My ~
0.7 Mg, Ry ~ 0.7TR (dK star), Reep ~ 3 Re . But in absence of radial
velocity data, this is only one of a family of possible light curve solutions.
Additionally, the light curve of [8] is obviously contaminated by a nearby
field star. Spectrophotometry obtained in [73] indicated that the spectrum
of the secondary is consistent with a G7 dwarf, and the primary has a
spectral type O, the primary temperature 77 ~ 45000 K was found from
blackbody and model atmosphere fitting in the UV continuum and from
Balmer lines.

Pollacco & Bell [49] observed UU Sge with a double-beamed spectro-
graph (ISIS) on the William Herschel Telescope (WHT) on August 1991.
10 blue-arm and 29 red-arm spectra were obtained. Light curve were also
obtained by CCD-photometry on the 1.0-m Jacobus Kapteyn Telescope
and GEC CCD in August 1990 with a Johnson V-band filter and in April
and May 1991 with an [ filter. The time of the minimum found from V-
photometry data with the period derived from the least-square analysis are
as follows:

HJD(Min.I) = 2448133.407 47 (£0.000 08)

+0.465 069 102 (£0.000 000 016) E, (6.1)

which is slightly shorter than quoted by [8] (09.465069 18 = 0.000 000 06).

The reflection effect of ~ 0.5 mag was reported in [49]. With the use
of LIGHT?2, an enhanced version of LIGHT synthesis code (see [21]), sev-
eral model light curves were obtained, with the temperature of the primary
lying in the range of 35000 K < 77 < 145000 K. Through non-Keplerian
corrections of radial velocities, the mass ratio was estimated as My/M; =
0.46. With the help of I-band data in the minimum light, the temperatures
of the components were estimated as 77 = 117000 4 12000 K and Tb =
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7300 £ 250 K. Basing on these grounds, the following set of model param-
eters was discriminated: My/M; = 0.29 (fixed), Ry = 0.136 + 0.001 R,
Ry = 0.214 £+ 0.001 Re, Tiexr = 117500 K (fixed), Theg = 7315 £ 30 K
(or Ther = 7336 £+ 87 K basing on I-band data), i = 87°.7 + 0.1. From
radial velocity curves the masses of the components M; = 0.63 + 0.06 M,
and My = 0.291+0.04 M were obtained, with a correction for the reflection
effect.

We applied our set of programs to model a V-band light curve of
UU Sge basing on the data provided in [49]. The masses of the components
were adopted to be My = 0.63 Mg and My = 0.29 M, following [49], the
semi-major axis value of R, = 2.46 R was found, by the Kepler’s third
law, from the period and the masses (see for instance the equation (7.29)).
The central wavelength in V-band A = 5550 Awas chosen to avoid addi-
tional complications with averaging over wavelengths, which would need
much more computational time. As a result, two suitable combinations of
parameters were found, they are represented in the Table 6.1. References
to the corresponding plots, representing each model versus observational
light curves, are given in the second column of the table. In all models we
used the limb-darkening coefficient of the primary component uy = 2/3 (see
the Section 2.1), the value Ny = 10'3 cm™3 was taken for neutral H con-
centration on the upper boundary of the atmosphere (see the Section 2.3),
the Plankian mean absorption coefficient was adopted for the lower atmo-
sphere model (see the Section 3.2). For chemical composition, we took
relative concentration of He to be 0.027 and of metal (KX) 0.001.

Table 6.1  UU Sge models
Model nr. | Figure nr. | Ty, K T, K R;, Ry Re, Ry 14, °
1 16 85000 5600 0.359 0.551  88.0
2 17 80000 5500 0.335 0.551  88.0

6.2 V477 Lyr

V477 Lyr is the central eclipsing star of the planetary nebula Abell
46. Tts light curve is similar to UU Sge (see the Section 6.1). A large reflec-
tion effect (with amplitude of 0.5 mag) was discovered by Bond [6]. The
inclination of the system is relatively low, which makes light curve analysis
difficult. A number of solutions was proposed, we cite them following [50].

Bond communicated a solution of an analysis by Twigg, where an
orbital inclination of i = 80°.8 and a mass ratio of My /My ~ 2.3 were found.
Radii of the components were reported as Ry ~ 0.09 Rg and Ry ~ 0.20 Ry
and the primary temperature as 77 ~ 105000 K. Ritter [62] assumed the
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mass of the primary component M; = 0.6 Mg, which implies the mass
of the secondary component My ~ 0.25 M. The analysis of J.Katluzny
gives the following parameters: T} ~ 60000 K, Ry ~ 0.2 Ry and Ry ~
0.6R, the inclination is not specified. In this solution, the depth of the
secondary minimum could only be modeled if the secondary exhibited limb
brightening. However, in [50] it is mentioned that the combination of
parameters suggested by Ritter [62] cannot produce the observed eclipses,
this fact follows from tests by the LIGHT?2 synthesis code (Hill [21]).

It is stressed in [50] that many physical parameters of V477 Lyr
and Abell 46 are unknown, the primary temperature being one of the
most important of them. In that work, long-slit spectrography is rep-
resented, together with a new V-band light curve obtained as a result
of CCD-photometry on the 1.0-m Jacobus Kapteyn Telescope and GEC
CCD in August 1990 with the use of a Johnson V-band filter. The au-
thors attempted to model the light curves using LIGHT2, an enhanced
version of LIGHT [21] synthesis code, and got a number of suitable mod-
els. From their data, they choose the following set of model parame-
ters: My /My = 0.29 (fixed), R; = 0.077+0.002 R, Re = 0.203+0.003 R,
Tieg = 60000 K (fixed), Thegr = 5300 £ 500 K, i = 80°.5 4+ 0.2. From radial
velocity curves, the masses of the components of M; = 0.51 + 0.07 Mg
and My = 0.15 £ 0.02 M were obtained, with a correction for the reflec-
tion effect. The time of minimum found from CCD photometry with the
period derived from the least-square analysis are as follows:

HJD(Min.I) = 2448135.504 64 (£0.000 06)

+0.471 72909 (£0.000 000 0050) E. (62)

We applied our set of programs to model V-band light curve of
V477 Lyr basing on the data provided in [50]. The masses of the compo-
nents were adopted to be My = 0.51 My and My = 0.15 My, following [50],
the semi-major axis value of Rgp, = 2.72 R was found, by the Kepler’s
third law, from the period and the masses, and the central wavelength
of the V-band X = 5550 Awas adopted to avoid additional complications
with averaging over the wavelengths. In all models we used the same free
parameters and coefficients (chemical composition of the atmosphere of the
secondary, limb-darkening coefficient of the primary etc.) as for UU Sge
in the Section 6.1. As a result, four suitable combinations of parameters
were found, they are represented in the Table 6.2. References to the cor-
responding plots representing each model versus observational light curves
are given in the second column of the table.

As one can see from the computed models, the range of the primary
temperatures remains broad, so additional data is needed to constrain pa-
rameters of the system. At the same time it should be emphasized that
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Table 6.2 V477 Lyr models

Model nr. | Figure nr. | Th, K 15, K Ri, Ry R, Ro 1, °
1 18 102000 4000 0.23 0.64 80.9
2 19 94000 4000 0.23 0.61 80.3
3 20 87000 4000 0.23 0.58 79.7
4 21 74000 4000 0.23 0.55 79.2

since we deal with direct modeling of irradiated atmospheres, our formalism
does not involve physically unfounded parameters of the limb brightening
9 for the irradiated component nor the heating efficiency «, the latter
being dependent on 77 and Tb values (Pollacco & Bell in [49] assumed
x9 = —1.0 and ag = 1.5 for V477 Lyr).

We inserted our data for UU Sge and V477 Lyr on the WD cooling
track by [31], see the Figure 22. The position of the primary for V477 Lyr
has shifted significantly. At the present stage it is virtually impossible to
discriminate for this object between a He core WD and a C'O core WD,
since its new position on the HR diagram lies at the border dividing these
two options.

6.3 V664 Cas

V664 Cas was reported as the nucleus of the planetary nebula HFG 1
in [23], and an estimation of the primary temperature 77 = 50000 +
60000 K was given. Grauer et al. [18] discovered the variability with the
amplitude of ~ 1.1™ and with the orbital period of P, = 0.95816. They
supposed that V664 Cas belongs PCBs. Basing on low-resolution spectra,
Acker & Stenholm [1] classified it as polar, but in the later catalogue [64]
it is cited as PCB. So, very little is known about the evolutionary status
of this system and its physical parameters.

V664 Cas is a non-eclipsing variable system with a strong reflection
effect. Shimanskii et al. [71] realized BVR-photometry on 0.7-m telescope
in the Kourovka in March 2000. Spectroscopic observations were also made
on the 6-m BTA telescope with a long-slit spectrograph and 1024 x 1024
Photometric CCD in August 2001 and in March and August 2002. The
time of the minimum and the period were found, on the basis of observa-
tions covering an interval of 2360 days, as follows:

HJD(Min.I) = 2451 623.059 64 (+0.001)

+0.581 6475 (£0.000002 2) E. (6:3)

Amplitudes of the brightness variation were found to be nearly the
same in BVRI, which indicates that the flux variability is dominated by the
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hot spot observed at various projections, so it implies a small orbital incli-
nation. From radial velocities, the mass function of f = 0.0068+0.0072 M,
was found, being the lowest known among PCBs and implying the sec-
ondary mass to exceed the mass of the primary by a factor more than 1.6.
To model light curves of the system, a version of the SPECTR code was
used. The theoretical solution proposed in [71] is as follows: Reep = 3.37 &
0.06 R, My =0.57+£0.03 My, R =0.19+0.02 Rg, M2 = 1.09+0.07 Mg,
Ry =1.30£0.08 Re, T1 = 83000+6000 K, T, = 5400+500 K, i = 28°+2°.

Exter et al. realized spectrography of V664 Cas at the 4.2-m William
Herschel Telescope in December 1994, and also CCD photometry on the
1-m Jacobus Kapteyn Telescope in December 1994 using a Harris V- and
I-band filter. From their analysis, they obtained a period similar to that
of [18] and [71]. The radial velocity curve solution provided a number of
sets of the system’s parameters. The conclusion of [71] about the mass
ratio (i.e. that Ms/M; ~ 1.6) is confirmed as possibility.

We were provided by Shugarov with UBV photometry of the sys-
tem, and we also received V-band photometry from Exter. Magnitudes
of V-band photometry were not provided, so we applied a transforma-
tion coefficient to go from instrumental units to stellar magnitudes. The
value of this coefficient was found to provide the best agreement with the
Shugarov’s data. Observational light curves by Shugarov contain consid-
erable asymmetry in all three bands, the reason for that is unknown. This
asymmetry is noticeable also in figures given in [71]. Exter’s data is more
symmetric, although slight non-symmetry is also present. For the sake of
demonstration and comparison, we give in the Figure 23 the V664 Cas V-
band light curve by the Shugarov’s data, and in the Figure 24 the V-band
light curve by Exters’s data is represented.

We applied our programs to model UBV light curves of V664 Cas
basing on the data provided in [71]. The central wavelength of the UBV-
bands Ay = 3500 A, Ag = 4350 A, Ay = 5550 A were chosen to avoid addi-
tional complications with averaging over the wavelengths. In all models we
used the same free parameters and coefficients (the chemical composition
of the atmosphere of the secondary, the limb-darkening coefficient of the
primary etc.) as in the case of UU Sge and V477 Lyr in the Sections 6.1
and 6.2.

Since our models do not take into account ellipticity, the computed
models correspond to spherical stars. To provide a first-order account for
ellipticity, we used the Binary Maker code (http://www.binarymaker.com)
to calculate independently light curve perturbations by the tidal distortion
in an analogous binary system. This perturbation is represented in the
Figure 25. The fist-order corrections were introduced to the theoretical
models by adding the corresponding value of correction for tidal distortion
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to calculated magnitudes.

Table 6.3 V664 Cas models
Model nr. | A M;, Moy Ms, Mo T, K 1Tb, K Ri, Ro Rz, Ro 4 °

1 3.25 0.55 0.80 86 000 5000 0.074 1.23 36
2 3.25 0.55 0.80 83000 4900 0.065 1.25 38
3 3.25 0.55 0.80 77000 4900 0.080 1.49 36
4 3.47 0.57 1.09 80000 4900 0.100 1.68 33

As a result of modeling, four suitable combinations of parameters
were found, they are represented in the Table 6.3, the order is from the
best to the worst. The Figures 26-29 demonstrate the best of the models,
i.e. nr. 1, represented versus the observational data. The best fits were
found from minimization of the sum of square dispersions. U-band models
demonstrate the highest deviations of the square sum from the model, but
that is due to their proper high dispersion. Exter’s V-band data, having
the smallest proper dispersion, demonstrates the smallest deviations of the
square sum from the model. Although the instrumental coefficient for
Exter’s data is unknown, slight shifts of this coefficient from the chosen
value do not impair the quality of our fit. During modeling it was found
that the fits are not very sensitive to the masses of the components, so
satisfactory light curve fits may be obtained in a wide range of the mass-
function and radial velocity semi-amplitudes. The residuals of the models
and observational data show some structure in all bands (the Figure 30,
for instance, represents U-band residuals, note opposite-sign trends near
the phases 0.25, 0.75 and 1). This may indicate, for instance, influence of
the tidal distortion to the hot spot or other phase effects.
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Chapter 7

Evolution of progenitors of Extreme Giant Branch objects

7.1 Analysis of mass loss, mass transfer and angular momentum
loss

In this section, a method for studying the orbital evolution of pro-
genitors of Extreme Giant Branch objects (EHBs) is described (on the
evolutionary status of these objects, see the Section 1.2.3).

To follow the nuclear evolution on the main sequence of the primary
component for different initial stellar masses, the computer code package
sse.f (Swift Stellar Evolutionary Code, see [28]) may be used, until the
donor approaches its critical Roche lobe Ry (set by the adopted mass
ratio ¢ = M;/Ms of the components and by the initial value dy of the
semi-major axis of the orbit).

The Figure (37) represents H-R diagram for a single star. A part
of the track with logTeg ~ 4.2 — 4.4 corresponds to the EHB sequence
position. The final mass of the He white dwarf is M;wp = 0.50 M.

Once the donor fills in its critical Roche lobe, the subsequent evolu-
tion depends on the relation between Ry and Ry (the more evolved star
i.e. the WD is taken to be the primary component and the donor is the
secondary component). If, for instance, the donor reacts to the mass loss
and the mass transfer by further expanding its envelope, while the radius
of the critical Roche lobe decreases, considerable shrinkage of the orbit can
be expected even on the dynamical timescale §t ~ 10* yrs. Analytical and
numerical analysis is needed to follow the evolution of the system upon
the Roche lobe overfilling: factors influencing the mass and the angular
momentum loss should be duly accounted in the model.

The following basic assumptions were made: (1) the progenitor of the
sdB star filled in its critical Roche lobe when the former was approaching
the tip of RGB during its nuclear evolution; (2) until the donor approaches
its critical Roche lobe, its evolution does not differ from that of a single star;
(3) the angular momentum is carried away from the system partially by
the matter leaving the binary through the first Lagrangian point, partially
due to matter corotation to the Alfven radius.

From simple orbital mechanics and the Kepler’s third law, the sub-
sequent change of the periond may be linked to the mass loss rate by the
equation
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B — _2% + 3M

P M My M,
where M = Mj 4+ M> is the total mass of the system. In derivation of the
formula (7.1), the term accounting the spin angular momentum is neglected
due to its negligibly low values in respect to the orbital angular momentum.
The term K in (7.1) takes into account the additional angular moment loss

from the system by the matter corotated to the Alfven radius Ra:

+ 3K, (7.1)

. 2 .
JEKJ:§MRﬂ1 (7.2)

K J is the angular momentum loss from the orbital motion with the Kep-
lerian angular velocity €. If one sets Ry = kRo, the term K may be given
the following form:

2 R\* M

K =2k <_> M, 7.3

3 d) My M, (73)

d being the semi-major axis of the orbit (for detailed derivation of the
principle formulae, see [72]).

In the work [68], a different assumption is introduced. It is assumed

that the momentum loss rate from the system is described by the relation

J M, M

S = (74)

J

f being a free parameter introduced so that the period varies as a unique
function of the current masses. Such choice of the free parameter leads to
the following relation between f, the period change and the masses:

_ Alog P — Alog M + 3Alog(M; M)

/ 3{]\%AlogM2—AlogM}

. (7.5)

It may be demonstrated that introduction of the coefficient f is equiv-
alent to rewriting the relation (7.1) in the following way:

P M1 M My(My — M)
e S A F R T T
(considering K = 0). Numerical modeling showed that introduction of
the coefficient f does not influence fundamentally the model results (if the
deviation of latter from unity is not very large), so we do not include the
parameter f into our model. The Figure (43) illustrates the evolution of
the donor’s radius for different values of k£ with fixed f = 1 and for different
values of f with fixed k¥ = 0. One may see that increment of f is generally
equivalent to higher values of k.

(7.6)
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Mass loss rate of the donor M is defined by the Roche lobe overfilling
AR =Ry — Rj, >0 as

: My [ AR\
My=—— 7.7

? tHD(RL) ’ (7.7)
tgup ~ Ry/Vi being the hydrodynamical timescale. To avoid tyxp cal-

culations that would require knowledge of temperature-dependent sound
velocity Vg, it is convenient to introduce the free fall timescale as

tff ~ RQ/‘/,;SC, (78)

and, using the fact that the escape velocity Vs = +/R2/2G M5 is much
higher than V4, it may be set

tup ~ C -/ R3/GM,, (7.9)

C being a constant of about 102. In this way unphysically high mass loss
rates are avoided. It follows from such estimations that typically tgp ~
(10° = 105) sec, which is roughly one order of magnitude shorter than the
thermal timescale of the donor.

The Roche Ry, lobe radius is found from the empirical fit of [13],

R 0.49 ¢%/3
d  0.6¢>3+1n(1+ ¢1/3)

The mass accretion rate is set by a predefined value of the mass
transfer effectiveness parameter

(7.10)

_ My
Q= (7.11)

(0 < @ < 1), that is one of the initial parameters of the model. The
increment of the stellar radius, when the star overfills its Roche lobe, is
found from the mass-radius-age relation for a single star (which takes into
account deviations from the equilibrium radius value due to mass loss) as

Mo dlog Mo

Alog Ry =log —5 — tkH

—_— A2

MY being the stellar mass at the moment of Roche lobe overfilling and

ticg = GM3 /Ry LY (7.13)

being the Kelvin-Helmholtz (i.e. heat diffusion) timescale (L9 is the lumi-
nosity at the moment of Roche lobe overfilling). Generally, this relation
also should contain a nuclear time-dependent term; but in our specific
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case it may be ignored without loss of accuracy due to the fact that the
timescale of mass transfer is much shorter comparable to the nuclear evo-
lution timescale.

As it follows from (7.12), a logarithmic dependence exists between
the primary radius increment AR and the mass loss rate Mg. Due to
this fact, joint application of the equations (7.7) and (7.12) may result, for
several combinations of parameters, in unphysically rapid growth of the
donor’s radius combined with a dramatic mass loss. Actually, the extent
of overfilling cannot be unlimitedly high: it is always restricted by the slit
width between the stellar surface and the Roche lobe. The characteristic
dimension of this slit should be estimated through the effective size of the
neck near the first Lagrangian point. Following [40], the cross-section S of
the neck is represented as

S=2r—-———, 7.14
"y pGM (7.14)
v = Cp/C, being the ratio of specific heats, y being the mean molar mass of
the gas, p is a factor following from the Roche lobe geometry. For Ry < d
this factor may be given the following form:

My d \3
~—=(—) . 1
r=51 (%) (7.15)
Thus the equation (7.14) yields
YRT R}
S ~2r—— . 7.16
TG (7.16)
So the linear measure of the neck may be found as
! YRT GM; Vs
— 0 [8—— ~3 . 717
Ry, \/ 2 /\/ Ry, Vesc ( )

Typical values of I/Ry, are ~ 30%.
Considering this diameter of the neck as chord to the Roche lobe,
the height scale H may be estimated from a simple geometry as

H I \?
ol g1 ——) . 7.18
Ry, <2RL) (7.18)

From this kind of evaluations, the relative height scale is estimated as
H/Ry, ~ 1%. So, the admissible Roche lobe overfilling rates ARy should
be restricted by several percent. Numerical models demonstrate that the
evolution of the system is not sensitive, in qualitative terms, to specific
choice of the limiting value ARgjm-
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7.2 Mass transfer stability conditions

The timescale of the mass transfer depends on the critical Roche lobe
reaction to the mass loss by the donor. The mass transfer may occur in
the orbital evolutionary timescale or much quicker, in the dynamical either
in the thermal timescale.

When the donor loses a fraction of its mass, its hydrostatic and
thermal equilibrium conditions are broken. Equilibria are re-established
in the dynamical (sound-crossing) and thermal (heat-diffusion) timescales,
respectively, and these processes are accompanied with radius changes of
the donor. The Roche lobe radius also reacts to the mass loss. The stability
of the mass loss is provided so long as the radii of the donor and of its
Roche lobe change in the same way; otherwise, the process is unstable and
happens in a shorter timescale.

Following [69], the behavior of the quantity

My AR

AC= AR 3L

is important and should be studied in detail. Intrinsically, it is the dimen-
sionless variation of the AR = Ry — Ry, in response to a change in the mass
of the donor. The stability conditions of the mass transfer are defined by
values of the following exponents in power-lay fits Ry ~ M2C :

(7.19)

o alnRg

Cad = A (7.20)
alnRg

erm — y 21

Cth Oln M2 therm (7 )
Jln RQ

= . .22

CRL OIn My sy (7.22)

Here Cad, Ctherm and (grr are the adiabatic mass-radius exponent (for a
constant entropy profile), the thermal mass-radius exponent (for a star re-
maining in the thermal equilibrium state) and the Roche lobe mass-radius
exponent (taken along the evolutionary path of the binary). Stability con-
ditions require that the donor remains inside its Roche lobe after the loss
of a small amount of its mass, dMs < 0. So the fulfilment of the condition

gRL < (C‘ad7 C‘therm) (723)

is needed.
For polytropic stars with index n, the adiabatic mass-radius exponent
may be found as

63



n—1

-3
(see, for instance, [69]). However, this approximation works only for stars
with small core masses. If the core constitutes a noticeable fraction of the
total mass of the star, departures from this relation becomes significant.
In this case much better results are provided with the help of approxima-
tion given by [24]. The star is modeled by a condensed polytrope with a
central point mass (far from real near the center of the star, this approxi-
mation becomes rather better in the outer layers which are analyzed here).
Within this simplification, the adiabatic mass-radius exponent may be fit-
ted (for n = 3/2) by the following function with better than 1% accuracy:

Cad =

(7.24)

2m 1—m 0.2m
o~ - —0.03m 4+ ———" 7.25
Gd = 33y T B 1 2m) T I—m)© (7:25)

where m = Mo /My, M. being the mass of the core.
According to [63], typical values of the thermal mass-radius exponent
are

—0.3 < (therm < —0.2. (7.26)

Since the adiabatic exponent ;4 remains larger than —0.2 unless m < 0.08,
the criterion of thermal stability is stronger than the criterion of adiabatic
stability unless the relative core mass is very small.

For the Roche lobe mass-radius exponent, a simple expression is
given, for instance, by [63] (basing on the standard arguments from [69]):

2v+1
1+¢

Cry = ¢(1 - Q) +2Qq -2+ 51+ Qq), (7.27)

2 N
where v = %kz (%) #&2 (so that % = v see the equations (7.2)

and (7.3)) and = %;Lq/d). The expression for [ is obtained by differ-

entiation of the formula (7.10):

13 [ o 124" + oo

3 |¢3  0.6¢23 +1n(1+q/3)

(7.28)

So, the investigation of stability of the mass transfer reduces to cal-
culations of the mass-radius exponents according to the equations (7.25),
(7.26) and (7.27) and to verification of the condition (7.23). The results of
numerical calculations are represented in the Section 7.4.
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7.3 Numerical solution of the main equations

The equations from the previous section may be solved numerically.
For this purpose, the input parameters (among which are the masses of the
stars, the separation, the angular momentum loss parameter k, the param-
eter of the mass transfer effectiveness (), the chemical composition of the
donor) are provided with initial values. Thereafter, the nuclear evolution
of the primary on the main sequence is followed with the help of the sse.f
evolutionary code, until the radius of the primary reaches its critical Roche
lobe. The output file of sse.f includes log L,log R, log Teg values, also the
core mass M, and mass loss rate M as functions of evolutionary time from
the Zero-Age Main-Sequence (ZAMS).

From this point, the integration is realized step by step. At each step,
the Kelvin-Helmholtz timescale ¢ is found according to (7.13) and then,
the donor radius increment AR5 is obtained from (7.12). At the same time
it is checked whether A R increment exceeds the preset limit of ARg ;. The
increment of the orbital period P is calculated from the expression (7.1)
using the definitions (7.2) — (7.3), and the critical Roche lobe radius Ry,
is found by (7.10). Basing on the Roche lobe overfilling rate Ry — Ry,
the increment of the mass of the donor is computed from (7.7) with the
use of the hydrodynamical timescale tp by (7.9). The new value of the
semimajor axis d is found basing on the new values of the total mass and
the period of the system as

P 213
d= [G(Ml + M) (—> ] . (7.20)
27

This iteration process is repeated (with a variable time increment At,
which is taken in each step so that the mass of the donor does not change
more than about 0.1%), until one of the two conditions is satisfied: (1) the
radius of the donor Ry at a subsequent step becomes again smaller than
the critical Roche lobe radius Ry. In this case, due to the mass loss,
the donor shrinks below its Roche lobe, the mass transfer disrupts, and
the consequent orbital evolution discontinues; (2) the orbital evolution
accompanied by shrinkage of the orbit leads to shortening of the period
down to ~ 20%. This corresponds to formation of a close binary. Below this
range, the basic prerequisites of the described model are broken (Alfven
radius concept is not applicable, complicated hydrodynamics should be
involved), so integration is stopped at this point.
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7.4 Results of numerical modeling

Calculations were made for various sets of the initial parameters in
order to clarify how the evolution of a binary depends on the starting char-
acteristics of the system. The evolution of the period and of the semi-major
axis was investigated at different values of the parameters characterizing
the system, in order to reveal the factors influencing in the greatest extent
orbit shrinkage and close binary formation.

As it could have been expected, it was discovered that the final orbit
of the system is quite sensitive to the initial separation of the components,
to the ratio of the mass transfer rate to the mass loss rate, and to the
corotation radius. For larger initial separations the system has time only
for moderate orbit shrinkage, when the primary star contracts again and its
radius "drops” again below the Roche lobe. The Roche lobe contraction
follows the contraction of the orbit, but the donor, having lost certain
amount of its mass, contracts quicker than the Roche lobe, so its radius
becomes again smaller than Ry, and the mass transfer disrupts. However,
if the stars are initially close enough to each other, the timescale of the
contraction of the secondary component is longer than the timescale of
the Roche lobe contraction, so the donor overfills its Roche lobe until the
orbit shrinks dramatically. This is illustrated by the Figure (38) where
the evolution of the semimajor axis of a system is represented for different
initial separations dp: in all tracks, except for the one with dy = 150 R,
initial separations are too large for the orbit to shrink significantly during
the mass transfer phase. Growth of the separation before the Roche lobe
is filled in occurs due to the general mass lost by the system. In the
Figure (39) the Roche lobe and the donor radius evolution is followed for
two values of dy. It is seen that after the radius of the donor reaches the
Roche lobe, both radii evolve jointly. On the pair of the tracks with dy =
250 R, the mass transfer disrupts before the orbit shrinks significantly, on
the tracks with dg = 200 R, the joint evolution leads to drastic shrinkage of
the orbit. The evolution of the donor mass is represented in the Figure (40).

Smaller values of the corotation radius do not enable effective orbit
shrinkage. This is illustrated by the Figure (41), where the evolution of
the semi-major axis of a system is represented for different values of the
coefficient k (see the equation (7.3)).

With high accretion rates (M1 > 0.3 M ), a system loses the angular
momentum much more effectively, and this favors close binary formation.
In the Figure (42) the period evolution is shown for different values of the
mass accretion effectiveness Q.

The timescale for formation of a close binary, following the Roche
lobe overfilling by the donor, is ~ 107 yrs, which is comparable to the
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thermal timescale of the low mass companion. Our results indicate that
the orbital evolution of the system, being sensitive to the parameters of
mass and momentum loss effectiveness, may follow in different ways. With
some combinations of these parameters, effective shrinkage of the orbit is
provided, in other cases, the mass transfer disrupts before the semi-major
axis shrinks considerably. That should explain why pre-EHB systems with
very different orbital separations are found.
A simple approximating formula was found for the mass loss rate:

Lo
MQR%Q’

where C' ~ (2-107%+2-1073), and L, M and R are correspondingly lumi-
nosity, mass and the radius of the star in solar units. The relation (7.30)
holds for the phase of Roche lobe filling irrespectively of the value of the
parameter k£ and the mass accretion rate ) over more than one order of
magnitude changes in the radius of the donor Ry and the separation of the
components d. The value of the numerical factor C' depends on choice of the
hydrodynamical timescale tgp, the value of the R power slightly depends
on the initial mass ratio ¢, having a tendency to decrease somewhat with
increment of the initial donor mass. In the Figure (44) M> is depicted in
accordance with the equation (7.30), together with the linear dependence,
in order to demonstrate the quality of the fit. Noticeable departures from
the linear relation occur when the radius of the donor becomes appreciably
smaller than the Roche lobe radius. This linear dependence holds also for
the regime when the trend of the stellar radius changes for the opposite
when the donor (remaining within its Roche lobe) switches from increase
of its radius to decrease; however, the numerical factor changes in this case
(but not the power coefficient at Rg). The relation (7.30) holds for the
donor masses up to M ~ 0.3M. With higher donor masses, C' becomes
dependent on the value of the parameter k, the value of R power also tends
to change slightly from trend to trend.

It was proved that the most important role in close binary formation
play the initial separation of the components dg and the angular momentum
loss parameter k, as well as the mass transfer rate parameter (). It should
be concluded that binarity indeed favors EHB formation. The assumption
that the progenitors of EHB objects belong to the binaries with initial sep-
arations of (100 <+ 150) Rs and fill in their critical Roche lobes while being
close to the RGB tip, leads one to the deduction that considerable shrink-
age of the orbit can be achieved due to the combined effects of the angular
momentum loss and appreciable accretion on its low mass companion in
the hydrodynamical timescale of the donor. These effects result in forma-
tion of a helium white dwarf with a mass of about 0.5 M. According to

My =C (7.30)
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the proposed scenario, sufficiently high accretion rates (Q ~ 0.3) and large
Alfven radii Ry > (3 +4) Ry are the prerequisite conditions for formation
of binaries with EHB objects.

These results support the previous conclusion of [45] where it was
found that the large observed range of P, and sdB masses presents a
challenge to simple theories of formation of sdB stars based on common
envelope scenario. More far reaching conclusions will be possible after
more detailed and reliable data is provided on physical parameters of EHB
components on the base of further analysis of spectra, light curves and
radial velocity curves of these objects.

Numerical calculations were realized also to check the fulfillment of
the set of the stability conditions in the Section 7.2. The analysis showed
that in most cases the stability condition (7.23) is not fulfilled. This result
is demonstrated by the Figures (32) — (36). They represent behavior of the
mass-radius exponents (aq, Ciherm and (ri, as functions of the mass ratio ¢
in the course of the evolution of a binary system.

In the Figure (31) behavior of the Roche lobe mass-radius expo-
nent gy, is represented alone as function of the parameters k and Q. It
may be concluded from this figure that almost for the whole range of these
parameters, (ry, remains relatively high (Cgr, > —0.3, the line (gr, = 0.3 is
also represented in this figure for comparison), except for low values of k
and specifically Q in the very beginning of the orbital evolution. As it has
been already mentioned, such low values of these parameters do not enable
effective shrinkage of the orbit, and the figure supports this conclusion (the
corresponding lines end up before ¢ reaches significant values, i.e. before a
considerable fraction of the mass is transferred to the accretor). For higher
values of k and @, the Roche lobe mass-radius exponent remains higher
than —0.3, the latter value corresponding to the thermal mass-radius ex-
ponent. This result means that the mass transfer is generally unstable at
least in the heat diffusion (Kelvin-Helmholtz) timescale.

The Figure (32) repeats the previous one, but for larger initial sep-
aration, dg = 1000 Re. As it should be expected, the results are very
similar. So large separations do not enable effective orbital shrinkage for
any combinations of the parameters k and (), so the mass transfer disrupts
at smaller values of ¢. It is seen that the mass transfer is stable only for
small @, but if k is large, stability is lost soon after beginning of the mass
transfer.

The Figures (33) — (36) represent adiabatic, thermal and Roche lobe
mass-radius exponents as functions of the mass ratio ¢ for some values of
the coefficients k£ and Q). As it may be expected, stability is mostly defined
by the thermal mass-radius exponent (iherm, since (inerm < Caq during
practically entire orbital evolution phase, except for the very beginning,
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when the donor has not still formed the core. Values of (g1, which are
generally higher than (.4 and (iherm, Support the conclusion of instability
of the mass transfer in the thermal and, in practice, also in the adiabatic
timescales.
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Chapter 8

Achieved objectives and conclusions

8.1

Achieved objectives

In the course of the present work, the following objectives were achieved:

8.2

an original two-layer model of the atmosphere of the unevolved com-
panion, irradiated by far UV flux from the near-by primary star, was
elaborated and realized in computer codes, together with a monochro-
matic light curve constructing algorithm;

influence of PCB parameters on conditions in the atmosphere of the
secondary component was studied;

monochromatic light curves of selected PCBs (eclipsing and non-
eclipsing) were modeled theoretically and fitted to observations, sets
of parameters for these systems were proposed;

the orbital evolution of binary progenitors of EHB stars was inves-
tigated, conditions necessary to effective semi-major axis shrinkage
were established. Empirical relation for mass-loss rate was found;

mass transfer stability conditions were studied in binary progenitors
of EHBs.

Conclusions

Basing on the investigations carried through in this Thesis, the following
conclusions may be made:

e far UV flux from the hot primary component in PCB systems is

absorbed in a relatively thin layer of the atmosphere of the secondary
companion (Ar ~ 108 cm) where LTE is non-existent. This layer
turns to be transparent for photons with A > 912 A, 912 Abeing the
Lyman limit;

recombinations are the important cooling mechanism in this layer,
but they cannot provide drain for the whole energy of the impinging
flux. A considerable portion of the energy from the outward flux
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is spent on electron gas heating and possibly on excitation of non-
stationary processes with timescales comparable to the orbital period;

a temperature inversion exists in the overheated upper atmospheric
layers of the secondary. One of the consequences of this inversion
is presence of the limb-brightening effect, contrary to the ordinary
limb-darkening present in atmospheres of single stars or in weakly-
irradiated atmospheres;

initially wide pairs may evolve to short-period systems in the course
of the mass loss after critical Roche lobe overfilling by one of the
components. Effectiveness of shrinkage of the orbit critically depends
on the initial separation of the system as well as on effectiveness of
the orbital momentum loss mechanisms. Depending on these factors,
pairs with a wide range of periods may be formed, including systems
with EHB properties;

investigations of mass transfer stability demonstrate that the stability
conditions are not fulfilled in most cases, including all cases leading to
formation of a short-period binary. This points to instability of mass
transfer. However, despite the fact that the mass transfer timescale
is quite short (~ 10* yrs), it may result in significant orbital period
changes.
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Appendix A

Absorption coefficients

A.1 Cross-sections of hydrogen-like atoms

A.1.1 Neutral H cross-section

Neutral H absorption coefficients are calculated following the formu-
lae by Unsold. The bound-free absorption coefficient ap,, is

am,, (v, T) = ao\3 {% {exp (—%) —exp (—%)} +

, (A1)
+ T fexp (—3) )
The absorption coefficient ap,, for free-free transitions is
kT I
ap, (v, T) ~ ao)\?’ﬂgf exp <_ﬁ) . (A.2)

In (A.1) and (A.2), g/, and gs are the Gaunt factors calculated ac-
cording to the following expressions (see [17]):

1
INsS/ T
/1 _ _ _
g =1 0.3456<h1/) (th 2), (A.3)
/ I\~
g =1+0.3456 [ —

I 1
= (E + 5) | (A4)
In the formulae (A.1) — (A.4), the following designations are used:
agp ~ 1.0449 - 10726 cmz/A3 is the atomic absorption coefficient; I ~
13.60 eV is the ionization potential of the first level; x,, = I(1 — 1/n?)
is the ionization potential of the level number n; ng = {1 +/1/ huJ is the
lowest level ionized by v-frequency ionization. Since the formula (A.4) re-
sults in unphysically high values inside some frequency ranges, we limit g
value by g¢max = 1.5.
The formulae (A.3) and (A.4) do not take into account negative
absorption; for this reason we should use the following expression for the
total absorption coeflicient of neutral H

W=

ag(W,T) = (am,; +any,) {1 —exp (—Z—;)} . (A.5)
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For hydrogen-like atoms analogous equations are applicable, with the
following correction: the expressions for the bound-free and the free-free
absorption coefficients should be multiplied with the square atomic num-
ber Z2, with simultaneous increment of the ionization potential I by Z2.
The respective Gaunt factors also should be applied. We used this method
for neutral He (Z = 2) absorption coefficients computations, adopting unit
Gaunt factors.

A.1.2 H™ cross-section

The following expressions are applied to compute the hydrogen neg-
ative ion absorption coefficient [17]:

aggy, (v T, Pe) = 4.158 - 10700y P67 - 10°7€ fom?] (A.6)
b

- (v, T) ~ 10fo+/1log O+ /2 log®® [sz} . (A.7)
In these formulae P, is the electron gas pressure in dyn and © = %.

The numerical coefficients ayr, fo, f1 and fo are expressed empirically as
follows:

—16.20450 + 0.17280 - 1073\; + 0.39422 - 107" \3+
40.51345 - 107113, if 1500 A < X < 5250 A;
log ayy — —16.40383 + 0.61356 - 1075\, — 0.11095 - 107" \2+
/ +0.44965 - 10713)3 | if 5250 A < A\ < 11250 A;
—15.95015 — 0.36067 - 10731 + 0.86108 - 1077 \2 —
—0.90741 - 10711 X3 | if 11250 A < A < 15000 A,

where A = A — 8500 [A];
fo —31.63602 4 0.48735 log A+
0.296586 log? A — 0.0193562 log® A,
15.3126 — 9.33651 log A+
2.00024210g? X\ — 0.1422568 log?® A,
—2.6117 + 3.22259 log A—
1.082785log? A + 0.1072635log> \.

h (A.9)

=+ 1+ 1

Jf2

We extended the range of wavelengths used in the equation (A.
For 15000A < A < 17000 A we use the third of the empirical fits (A.
elsewhere we adopt a,; = —20. The fit (A.7) is valid for 3038 A < A
91130 A, elsewhere we adopt a H;, =0.

Since the fit (A.6) does not take into account induced transitions,
the total absorption coefficient of H ™ is given by the following expression:

6).
8)7

<
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hv
ag-(v,T,P,) = A {1 — exp <_ﬁ)] + y - (A.10)

Note: Since some expressions for absorption coefficients include non-
continuous empirical expressions, it may result in non-continuous behavior
of the absorption coefficients in several wavelength ranges. That may lead
to minor calculation-induced peculiarities, for instance in computed spec-
tra. However, they are of local nature and do not affect the results in
general.

A.2 TIonization in the atmosphere

We consider that the atmosphere of the secondary contains three el-
ements: hydrogen, helium and a metal. The metal predominantly plays
role of electrons donor, its role as absorption agent is negligible. Four
absorption agents are taken into account in our model: neutral H; hydro-
gen negative ion H~; neutral He; free electrons. For each element j we
find ratios of its particle concentration (neutral and once ionized, higher
ionizations are neglected) N; to neutral H atoms concentration Ng:

Aj :Nj/NHneut' (A.ll)

When LTE is established in the atmosphere, the Boltzmann-Saha
law is valid:
VP A12
= h (A12)
Njo and Nj; being respectively the number of neutral and single ionized
atoms of the element j, P. being the electron gas pressure and

2By 5 11600
®;(T) = 0.33322L T2 exp (—7’“> [dyn] . (A.13)
By, T

Here x; is the ionization potential (in eV) of the element j, ratios of sta-
tistical sums 2Bj1/Bj for different elements are given by [3].

Following [17], we obtain the electron gas pressure by numerical so-
lution of the following transcendental equation:

Z; Aisim
p=p_—1 1ot (A.14)
25 Aj [1 + c1>j+]PJ

(7 in the sums runs through values 1 — H, 2 — He and 3 — metal).
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To compute the total and the mean absorption coefficients, we need
values of Njp and Nj;. They are computed with the use of the following
expressions:

N. — P-P. P
0 = TFT 4P

N _ pP-pP._ % (A15)
e A TEw o

A.3 Total absorption coefficient

Once the ionization state of medium is obtained, the total absorption
coefficient may be readily found as sum of the absorption coefficients of the
four above-mentioned agents:

li(l/, T, P) = Ngoag + Ngoag- + Nyeot e + 0gNe, (A.16)

op = 0.6655 - 10724 cm? being the Thompson cross-section of free elec-
trons, N, = P./kT being the concentration of free electrons, the cross-
sections ap, ape and ay- are computed by the expressions (A.5) and
(A.10).

A.4 Mean absorption coefficients

The mean absorption coefficient %(T, P) is needed in some calcu-
lations. There exist various methods of & definition. The Planck mean
and the Rosseland mean are widely used for this purpose. Our algorithm
provides the possibility to apply any of them.

The Planckian mean is defined as follows:

_ B foo k(v,T,P)B(v,T)dv
rpi(T, P) = =° [ B T)dv (A7)
= S Jo k(W T,P)B(v,T)dv,

The Rosseland mean is defined as follows:

_ > 4 B(v,T)dv
Fros(T, P) = T Jy T 4 B(v,T)dv

o «@,T,P)dT
25.

58 (A.18)
fo w(v,T,P) (e —1)2
where z = IZ’—;
In the formulae (A.17) and (A.18),
2hv?
B(w,T) = =% (A.19)

1
c? exp (2—:’;) -1
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is the Planck law, o is the Stephan-Boltzmann constant.

A.5

(i)

(i)

Technical details

To provide calculations precision, upper limits and numbers of steps
in the numerical integration in the formulae (A.17) and (A.18) are
chosen to be parameters-dependent.

Calculations of the mean absorption coefficients are time-consuming;
however, these coefficients are used actively in model atmosphere
computations. In order to accelerate computations, we tabulate these
means as two-argument functions of pressure and temperature (for
given chemical composition of the atmosphere). So in model atmo-
sphere calculations we interpolate these tables instead of direct inte-
grations. If temperatures and pressures in the atmosphere exceed the
ranges of the interpolation tables, we compute the means directly.
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Appendix B
Figures

B.1 Geometry of the system

Figure 1.  Geometry of the illuminated disc, figure by [46]. C is the
visual center of the disc, H is the substellar point, P is an arbitrary point
on the surface of the star, € is the angular distance from the substellar
point to the center of the disc, § is the angular distance of the current
zone from the substellar point, x is the angle along the current zone
defining the point P position, ' = 7 — 6 is the phase angle (see the
Section 4.1 for details.)
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B.2 Flow block diagram of the program

Compute system's luminosity
at each phase angle
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Compute recombi-
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the upper atmosphere

— [ower atmosphere —
Compute the lower
atmosphere model

until the mean optical
depth ~ -15

Compute emerging
radiation intensity

— system’s luminosity —
Compute luminosity
of the visible portion
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.

ligh curve construction
Build the light curve

Normalization

Figure 2.
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B.3 Models of the upper atmosphere
35 [ - | T T T T

30

q: 10

520 |

10 : : : : : : : — :
4 4.5 5 55 6 6.5 7 7.5 8 8.5
log(r), rin cm
Figure 3. Equilibrium temperature T, for different angular dis-
tances ¢ from the substellar point. Theg = 60000 K, Ng = 5-10'2 cm 3,
other parameters are given in the Section 2.7.2.

35 T T T T T T T T T T

15

10 ! ! ! ! ! ! ! ! ! !
4 4.5 5 55 6 6.5 7 7.5 8 8.5
log(r), rincm
Figure 4.  Equilibrium temperature T, for different semimajor axis
values A. Tio = 60000 K, § = 0°, other parameters are the same as in
the Figure 3.
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Figure 5.

Equilibrium temperature Ty, at the substellar point for dif-
ferent primary effective temperatures Ti¢. System’s parameters are the
same as in the Figure 3.
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Tonization X for different angular distances § from the sub-

stellar point. Ti.g = 60000 K, other parameters are the same as in the
Figure 3.

Figure 6.
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log(r), rin cm
Figure 7.  Electron concentration IV, at the substellar point for differ-
ent primary effective temperatures Tieg. System’s parameters are the
same as in the Figure 3.

3 .

_7 1 1 1 1 1 1 1

5.5 6 6.5 7 7.5 8 8.5
log(r), rin cm
Figure 8.  Mean optical depth 7 in Lyman continuum at the substel-
lar point for different primary effective temperatures Ticg. System’s
parameters are the same as in the Figure 3.
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Figure 9. Monochromatic optical depth 7, at the substellar point.

Ties = 60000 K, other parameters are the same as in the Figure 3.
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Figure 10.  Equilibrium temperature T¢q, ionization temperature Tioy
and bolometric temperature of the impinging flux T,q at the substel-
lar point. Tieg = 60000 K, other parameters are the same as in the
Figure 3.
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Figure 11.  Cooling function ¢(T) at different mean optical depths 7

in the Lyman continuum. The substellar point is considered, Tie.g =
60000 K, other parameters are the same as in the Figure 3.
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Figure 12.
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Cooling coefficient maximum temperature profile Ty pst-

Equilibrium temperature T, is also plotted for comparison. The sub-
stellar point is considered, Tieg = 60000 K, other parameters are the
same as in the Figure 3.
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B.4 Examples of continuum spectra of a system

9 T T T T T Tl:].llo OOOI K
T1= 80000K
T,=50000K
T,=20000K -~~~

Figure 14.  Continuum spectra of systems with different effective tem-
peratures of the primary component. The parameters of the model
system are close to that of V477 Lyr: T5 = 4000 K, Rsep = 2.72 R,
Ry = 023 Ry, R2 = 0.64 Ry, i = 80°. The phase angle § = 180°
corresponds to the maximum of the reflection effect.
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Figure 15.  Continuum spectra of a system in different orbital phases
(phase 0.00 corresponds to the minimum light, phase 0.50 to the max-
imum). The parameters of the model system are close to that of
V477 Lyr: Th = 80000 K, Ty = 4000 K, Rsep = 2.72 Rg, R1 = 0.23 Rg,
Ry =0.64 Re, i = 80°.
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B.5 Modeling of light curves of selected PCBs

B.5.1 UU Sge
05 T T T T

1

15 ] UUSge -
] Model 1

55 ! ! ! !
0 0.2 0.4 0.6 0.8 1
Phase
Figure 16. UU Sge V-band light curve and the model. The model
system parameters are: 77 = 85000 K, T = 5500 K, Reep = 2.46 R,
Ry =0.359 R, Ra = 0.551 Rg, i = 88°.0.
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Figure 17. UU Sge V-band light curve and the model. The model
system parameters are: 77 = 80000 K, T = 5500 K, Reep = 2.46 R,
Ry =0.335 Re, Ra = 0.551 Rg, i = 88°.0.
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B.5.2 V477 Lyr
1.5 : .
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WWMWWWM Modell —-—
e %
2t o - _
7 )
j’ %ﬁﬁ%

fﬁﬂ%ﬁ% %W
cn2'5 - ; 3
I : |
> ; |
< 3 S _
* 1
3.5 7'* _
!

4 ! , . |
0 0.2 0.4 0.6 0.8
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Figure 18. V477 Lyr V-band light curve and the model. The model

system parameters are: T7 = 102000 K, T> = 4000 K, Rsp = 2.72 R,

Ry =023 Rg, R2 =0.64 Rg, i = 80°.9.
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Figure 19. V477 Lyr V-band light curve and the model. The model

system parameters are: 71 = 94000 K, To = 4000 K, Ryep, = 2.72 R,

Ry =0.23 Re, Ry = 0.61 Re, i = 80°.3.
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Figure 20. V477 Lyr V-band light curve and the model. The model

system parameters are: 77 = 87000 K, T5 = 4000 K, Rep = 2.72 R,

Ry =0.23 Re, Ry = 0.58 Rey, i = T9°.7.
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Figure 21. V477 Lyr V-band light curve and the model. The model

system parameters are: 11 = 74000 K, To = 4000 K, Rgep = 2.72 R,

R1 =0.23Rg, R =0.55 Rg, i = 79°.2.
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B.5.3 V477 Lyr and UU Sge positions on the HR diagram
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Figure 22.  Hertzsprung-Russell diagram by [30] with the new posi-
tions of V477 Lyr (crosses) and UU Sge (pluses).
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B.5.4 V664 Cas
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Figure 23.
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V664 Cas V-band observational light curve, Shugarov’s
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Figure 24.

0.4

Phase

0.6

V664 Cas V-band observational light curve, Exter’s data.
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Figure 25.  Tidal distortion in V664 Cas light curves.
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Figure 26. V664 Cas U-band light curve by Shugarov and the model.
The model system parameters are: 11 = 86 000 K, T3 = 5000 K, Rgep =
3.25 Re, R1 =0.074 Ry, Ry = 1.23 Ro, 1 = 36°.
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Figure 27.

3.25 Re, R1 = 0.074 Re, Ro = 1.23 R, i = 36°.

V664 Cas B-band light curve by Shugarov and the model.
The model system parameters are: T; = 86 000 K, 75 = 5000 K, Reep =

_04 T T
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Figure 28.

3.25 Ro, Ry = 0.074 Ry, Ry = 1.23 Ry, i = 36°.
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V664 Cas V-band light curve by Shugarov and the model.
The model system parameters are: T = 86 000 K, T> = 5000 K, Ryep =




AV, mag

0.2

0.4

0.6

0.8

1

1.2 . . . .
0 0.2 0.4 0.6 0.8 1
Phase
Figure 29. V664 Cas V-band light curve by Exter and the model.
The model system parameters are: T; = 86 000 K, T3 = 5000 K, Rgep =
3.25 Re, R1 =0.074 R, Ry = 1.23 Rg, i = 36°.
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Figure 30. V664 Cas U-band residuals between the light curve by
Shugarov and the model light curve.
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B.6 Mass transfer stability in EH
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Figure 31.

parameters are: Miinit = 0.23 Mg, Mainit = 0.95 Mg, dy = 200 Rg.
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The Roche lobe mass-radius exponent (g, as function of
the mass ratio ¢, for different parameters k and Q. The initial system
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Figure 32. The Roche lobe mass-radius exponent (g, as function of

the mass ratio g, for different parameters & and . The initial system

parameters are: M7 init = 0.23 Mg, Mainig = 0.95 Mg, do = 1000 Re.
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Figure 33. Mass-radius exponents as functions of the mass ratio q.
The initial system parameters are: My = 0.23 Mg, Mainiy =
0.95 Mg, dy =200Rg, k=0, @ =0.3.
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0.24 0.28 0.32 0.36 0.4 0.44 0.48

q
Figure 34. Mass-radius exponents as functions of the mass ratio q.
The initial system parameters are: Mg = 0.23 Mg, Moy =
0.95 Mg, dy =200 Rg, k=10, Q@ =0.3.
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Figure 35. Mass-radius exponents as functions of the mass ratio gq.
The initial system parameters are: My = 0.23 Mg, Moy =
0.95 Mg, dy =200Rg, k=0, Q@ =0.1.
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Figure 36. Mass-radius exponents as functions of the mass ratio gq.
The initial system parameters are: My = 0.23 Mg, Mainiy =
0.95 Mg, dy =200 Rg, k=10, Q =0.1.
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B.7 Evolution of EHB progenitors
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Figure 37. H-R diagram for a single star. My = 0.9 My, metal-
licity z = 0.004 and the parameter of mass loss in Reimers for-

mula 7 = 0.85, i.e. about twice of a standard value. MS stands for
Main Sequence, RGB stands for Red Giant Branch, HeMS stands for
Helium Main Sequence, HeGB stands for Helium Giant Branch, WD
stands for White Dwarf.
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Figure 38.  Separation d evolution for its different initial values dp.
The initial mass of the accretor Miyiny = 0.23 Mg, and that of the
donor Msiniy = 0.95 Mg, mass transfer parameters are @ = 0.3, k = 6.
The time on the x-axis is counted backwards, so that the zero point is
the final point of the model computation.
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Figure 39.  Roche lobe radius Ry, and donor’s radius Ry evolution for
different initial values of the separation dy. The initial system parame-
ters are: M1 init — 0.23 M@, M2init =0.95 M@, Q = 03, k=6.
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Figure 40. Donor’s mass My evolution for different initial values
of the separation dy. The initial system parameters are: Miin =
023 M@, M2init == 095 M@, k == 57 Q == 05
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Figure 41.  Separation d evolution for different values of the angu-
lar momentum loss parameter k. The initial system parameters are:
My init = 0.23 Mg, Mainit = 0.95 Mg, d =250 Re, Q = 0.3.
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Figure 42.  Period P evolution for different values of the mass transfer
effectiveness parameter ). The initial system parameters are: M inix =
0.23 Mg, Mainit = 0.95 Mg, d =170 Rg, k = 5.
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Figure 43.  Donor’s radius Rs evolution for different momentum loss

parameters k and f. The initial system parameters are: Mjinie =
0.23 Mg, Mainit = 0.95 Mg, d =200 Rg, Q = 0.3.

102



_35 T T T
k=0,d =50 R o -
k=0,d ,=200R o e
k=0, d 0=400 R,
k=6, d 0:50 R °
-4 ~ k=6,d 0=200R | .
E\ k=6, d 0=400 R |
e f(x)=x —
=45 | .
S
= -
=
>
S 5} i
-5.5 : : :
-55 -5 —4.5_)3 3.2 -4 -3.5
log(-1.5010 M/MR™“)

Figure 44. M as function of —1.5- 1073 L/M R3*2 for different values
of k and dy. Straight line f(x) = x is superimposed to demonstrate
the quality of the empirical formula. My = 0.23 Mg, Mot =
0.95 Mg, @ =0.3
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KOKKUVOTE

Peegeldusefekti modelleerimine katakliismieelsel
evolutsioonietapil asuvates lahiskaksiksiisteemides

Katakliismieelsel evolutsioonietapil asuvad lahiskaksiksiisteemid
(Precataclysmic Binary Systems ehk PCB-d) on 1980-ndatel aastatel klas-
sifitseeritud kaksiktdhtede liik, mis vastab jargnevatele kriteeriumitele:
1) peakomponent on valge kédbustdht voi selle eellane; 2) kaaslane on
peajada véikese massiga téht, s.o. punane kiddbus; 3) orbitaalperiood on
lithike, tavaliselt P, < 29.4; 4) siisteem asub planetaarse udukogu tsen-
trialas.

Kuna PCB-de orbiitide poolteljed on lithikesed ja peakomponendi
efektiivne temperatuur on viga korge, siis kaaslase see poolkera, mis on
pooratud valge kidabustahe poole, on valgustatud kuuma peatdhe poolt
saabuva tugeva kiirgusvooga. Tunduv osa sellest on UV véi isegi pehme
rontgenkiirgus. See voog kutsub esile vaga tugeva peegeldusefekti. Peegel-
dusefektiga kaasnev heleduse kasv PCB-des voib iiletada tihte tdhesuurust.

Kaesoleva vaitekirja pohiiilesandeks oli véilja selgitada peatahelt pea-
lelangevast kiirgusvoost tingitud fiitisikaliste protsesside isedrasusi kiilma
kaaslastdhe atmosfadris ning selgitada peegeldusefekti detailsemalt, voi-
maldamaks tépsemalt modelleerida vaadeldud PCB-de heleduskoveraid
ning méaarata nende objektide fiitisikalisi omadusi.

Sellel eesmargil on vilja tootatud valjastpoolt valgustatud téhe at-
mosfadri kahekihiline mudel. On koostatud vastav tarkvara ja sellega
teostatud mudelarvutused. Meie mudeli originaalsus seisneb selles, et iile-
mises atmosfaarikihis pole eeldatud lokaalse termodiinaamilise tasakaalu
kehtivust. Eelduste kohaselt, tilemine kiht on ldbipaistev optilisele kiir-
gusele, kuid neelab efektiivselt kiirgust Lyman’i kontiinuumis. Atmosfasri
tilakihi modelleerimiseks lahendatakse tasakaaluvorrandite stisteem (hiid-
rostaatilise, ionisatsioonilise ja termilise tasakaalu vorrandid). Jahutusme-
hanismina on arvestatud elektronide rekombinatsioone vesinikuioonidega.
Alumise atmosfaarikihi modellerimiseks on kasutatud diffusioonilahendust.

Kirjeldatud meetodil on koostatud kaaslastdhe atmosfasri mudel eri-
nevatel kaugustel tahetsentreid iihendavast teljest. Peatdahe kiirgus, labides
kaaslase atmosfadri, osaliselt neeldub tilemises kihis (Lyman’i kontinuum),
osaliselt aga siseneb alumisse kihti (optiline kiirgus). Ulakihis neeldunud
kvantid kuumendavad atmosfaéri, mis emiteerib peamiselt optilist kiirgust.
See kiirgus osaliselt lahkub atmosfaérist, osaliselt aga neeldub alumises
kihis. Modelleerimisega saadakse tdhepinnalt valjuva kiirguse intensiiv-
suse valitud punkti asukoha ning suuna funktsioonina. Jagades valgus-
tatud téhepinna kontsentrilisteks ringtsoonideks timber valgustatud ala
keskpunkti, konstrueerime eespool kirjeldatud atmosfdarimudeli igas tsoo-
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nis ning leiame vaadeldava siisteemi heleduse, integreerides valjuvat kiir-
gust iile nende tsoonide ning lisades sellele peatahe ja kaaslastahe varjuta-
mata alade kiirguspanuse. Korrates seda protseduuri erinevate orbitaalsete
faasinurkade korral, saamegi siisteemi heleduskovera.

Mudelarvutustest selgus, et valgustatud atmosfédari iilemises kihis
puudub soojuslik stabiilsus. Margatav osa pealelangeva kiirguse energiast
kulub elektrongaasi kuumenemiseks, samuti mittestatsionaarsete protses-
side esilekutsumiseks (néiteks, pulsatsioonideks), mille ajaskaala on vorrel-
dav silisteemi orbitaalperioodiga. Selles kihis voib ka esineda tempera-
tuuri inversioon. Uheks selle efekti tagajirjeks on dérelehelenemine, mis
asendab mittevalgustatud voi norgalt valgustatud atmosfadrides esinevat
aareletumenemist.

Kirjeldatud mudelit kasutasime kolme ldhiskaksiksiisteemide hele-
duskdvera modelleerimiseks, nimelt UU Sge, V477 Lyr ja V664 Cas. Kahe
esimese siisteemi puhul arvutasime heleduskoverad V-véarvis, V664 Cas
puhul aga UBV-heleduskoverad. Sellise modelleerimise tulemusena osu-
tus vomalikuks kitsendada neid silisteeme iseloomustavate fiitisikaliste pa-
rameetrite voimalikke arvvaartuste vahemikku, sealhulgas peakomponendi
temperatuuri ning kaaslase raadiust.

To6 kaigus on ka uuritud massi valjavoolu moju algselt laia kak-
sikslisteemi orbitaalevolutsioonile. Kui tiks stisteemi komponentidest téi-
dab oma kriitilise Roche’i 0onsuse, algab massi iilevool teisele kompo-
nendile, kusjuures osaliselt mass lahkub stisteemist tdhetuulena, viies kaasa
ka orbitaalset impulssmomenti. Kui orbitaalse impulssmomendi kadu on
piisavalt efektiivne, siis selline protsess pchjustab orbiidi pooltelje ja or-
bitaalperioodi lithenemist. On uuritud kaksiktdhe orbiidi pooltelje evo-
lutsiooni juhul, kui doonortdhe mass osaliselt lahkub slisteemist, labides
korotatsiooni staadiumi Alfven’i raadiuse kaugusel. Doonortahe raadiuse
muutus on arvestatud massikao tagasimojuna sellele.

On leitud, et orbitaalevolutsioon ja selle I6pptulemus soltuvad olu-
liselt pooltelje algsest pikkusest, ning massi iilekande ja orbitaalse im-
pulssmomendi kao efektiivsusest. Soodsatel tingimustel voib doonortaht
jouda kaotada suure osa oma massist ning orbitaalsest impulssmomendist,
mis viib liihiperioodilise siisteemi moodustumisele algselt pikaperioodilis-
est siisteemist. Sellise siisteemi loppparameetrid voivad osutuda sarnasteks
EHB (Extreme Horisontal Branch) objektide parameetritele. Kui aga algse
sliisteemi parameetrite poolt méaaratud tingimused pole nii soodsad, voib
doonortaht kokku tombuda alla oma Roche’i piiri enne kui méargatav osa
tema massist ja orbitaalsest impulssmomendist on kaotatud, mistottu or-
biidi pooltelg ning periood muutuvad vaid vdhe. Erinevates tingimustes
massikadu vo6ib viia vaga erinevate perioodidega kaksiksiisteemide, kaasa
arvatud lihiperioodiliste siisteemide, moodustumisele. See tulemus voib
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selgitada, miks vaadeldavate kaksik-EHB siisteemide perioodid on vagagi
erinevad.

Massitilekandega kaasnevate protsesside uurimine naitas, et need pro-
tsessid tavaliselt ei rahulda stabiilsuse tingimust, eriti juhul, kui nad viivad
lithiperioodilise kaksiksiisteemi moodustumisele. Kuna aga nende protses-
side ajaskaala on viga lithike, ~ 10* aastat, siis nad jouavad pohjustada
orbiidi olulist liithenemist.

Massikao tempo leidmiseks on pakutud ka empiiriline valem, mis
esitab massikao doonortahe heleduse, massi ning raadiuse astmefunktsioo-
nide korrutisena.
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