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Abstract

Only a few papers consider the sectoral effects of aggregate shocks.
But do the shocks have homogeneous effects across sectors? This paper
looks at the impact of liquidity and neutral productivity shocks on the
creation of firms across 8 sectors in Estonia. I show that the sectoral
heterogeneity in the reaction is low for liquidity shocks and high for
technology shocks. An increase in liquidity leads to a uniform growth
in the creation of firms across sectors with the exception of the financial
sector. An increase in the labor productivity shock the entry of firms
permanently in sectors that are traditionally considered to be produc-
ing tradables, such as transport or manufacturing. The increase in the
creation of firms is short and close to zero in the long run in the non-
tradable sectors, such as retail and whole sale, real estate, and hotels and
restaurants.
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Non-technical summary

The creation of new firms is strongly correlated with the business cycle.
When business conditions are good, more firms are created and when the times
are worse, fewer firms are started. The creation of firms is also a forward-
looking measure of business opportunities because registration of a firm takes
usually place months before the new firm is fully operative. Therefore un-
derstanding the creation of firms aids the analysis of economic fluctuations. It
also allows one to understand the economy from a new angle where traditional
measures might not be informative. For example profits or output per firm in a
panel of existing firms do not necessarily increase after a productivity shock if
the entry of new firms in the sector is strong. New firms might even increase
competition to the extent that sales and profits in the existing firms can fall.

I look at the effects of productivity and liquidity shocks on the number of
firm created in Estonia. I concentrate on these two shocks because they explain
more than half of the variation in the aggregate output. Although by definition
the macroeconomic shocks are aggregate, they do not necessarily have equal
effects on all sectors. By looking at the sectoral composition of the creation of
firms, we can learn whether the shocks have homogeneous effects.

In this paper I show that a positive liquidity shock increases firm entry in
almost all sectors of the economy. The only exception is the financial sector
itself, where the creation of firms decreases. On the contrary, a positive pro-
ductivity shock raises the creation of firms permanently in the sectors that are
traditionally considered to be tradable goods producers, such as manufactur-
ing, transport and logistics. The increase is short-lived in retail and wholesale,
hotels and restaurants, and real estate: that is, in sectors that are producing
non-tradables.

In addition, I show that a positive liquidity shock leads to an economic
boom — an increase in the Gross Domestic Product (GDP), employment, pro-
ductivity and inflation. A technology shock increases productivity and GDP
in the short and long runs. There is no permanent effect on employment, but
at the time of the shock, employment falls. All these results are similar to the
previously estimated effects of monetary and technology shocks for the US
and Europe. In sharp contrast with the findings for other countries, the GDP
deflator increases after a technology shock. For example in the US an increase
in productivity leads to a drop in the inflation, consistent with the supply-side
interpretation of the shock. Estonia however faced two permanent demand
shocks — the Russian crisis in August 1998 and joining the European Union
in May 2004. Both events had large and persistent effects on the composition
and volume of Estonian exports, which in turn resulted in permanent changes
in productivity. Therefore it is possible that a productivity shock in Estonia,
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unlike that for other countries, has a partial demand-side interpretation.

All results in this paper are obtained by using a structural vector autoregres-
sion (SVAR) approach. The VAR includes 5 variables: labor productivity, a
GDP deflator, employment, a firm creation measure and the interest rate. The
creation of firms in each sector is included in the system one at a time. I use
long-run restrictions to identify the productivity shock and short run restric-
tions to identify the liquidity shock. Only productivity shocks are allowed to
have permanent effect on labor productivity. The liquidity shock is identified
using recursive identification scheme — all variables in this VAR can have a
contemporaneous effect on the interest rate, but not the other way around.

The results regarding firm creation are comparable to the previous studies
done for the US. For example Uusküla (2007b) and Bergin and Corsetti (2008)
show that an expansionary monetary shock leads to an increase in the creation
of firms using a similar short-run identification scheme. Lewis (2006) uses
sign restrictions in order to identify a monetary shock and finds that a monetary
shock has an impact on the net entry of firms only with a significant lag. She
also identifies a supply shock in the economy and finds that it is related to an
increased level of net entry.
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1. Introduction

Standard macroeconomic literature looks at aggregate economic shocks.
But how do these shocks spill out across the sectors of the economy? In this
paper I concentrate on the effects of liquidity and technology shocks on the
creation of firms across 8 sectors in Estonia. As the creation of firms reflects
expectations about profit opportunities, it is a good measure of the effects of
the shocks on the sector. I show that, compared to permanent technology
shocks, liquidity shocks lead to a considerably more homogeneous changes
in the creation of new firms across sectors. Therefore it is also more likely
that the impact of liquidity shocks is economy-wide, whereas the impact of
productivity shock varies across sectors.

I estimate a 5-dimensional vector autoregressive (VAR) model. The vari-
ables included are labor productivity, the Gross Domestic Product (GDP) de-
flator, employment, the creation of firms, and the interest rate. I identify the
neutral technology shock by using long-run restrictions. Only neutral tech-
nology shocks can lead to a change in labor productivity. A liquidity shock
measures changes in the availability of credit, and it is identified using a short-
run recursive restriction scheme as is done for the monetary shocks in VAR
literature.

A positive liquidity shock, a drop in the interest rate by one percentage
point, leads to a 6% increase in the creation of new firms at the aggregate
level. The effect is statistically significant at the 68% confidence level for
the first five years after the shock. The modal increase at the sectoral level is
around 4%. The creation of firms is still 2–4% higher than the initial value
after five years. The entry of firms decreases only in the financial sector it-
self. A positive liquidity shock also leads to an increase in GDP, employment,
productivity and inflation, as found for the monetary shock in the literature.

A positive neutral technology shock rises contemporaneously the aggregate
entry of firms by almost 6%. After 3 quarters it converges to a level which is
not statistically significantly different from zero. However the effects of the
shock vary significantly across the sectors. The shock leads to a lasting 5–8%
statistically significant increase in the creation of firms in the sectors that are
traditionally considered tradable, such as transport and logistics, and manu-
facturing. The increase in the firm creation is also high in the financial and
construction sectors. The effect is around 5% at the time of the shock, but
close to zero afterwards in the sectors which produce non-tradables, such as
retail and wholesale, hotels, restaurants, and real estate. This variation can ex-
plain why the increase in the firm creation at the aggregate level is statistically
insignificant. In addition a positive productivity shock increases GDP, leads to
an initial drop in employment, and results in a small increase in prices.
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In the literature, a neutral technology shock has a clear supply-side inter-
pretation. This is supported by the finding that the price index falls after the
shock. However, in this paper I find that the impulse response of the GDP
deflator is non-decreasing. Therefore the supply-side interpretation is debat-
able for the Estonian data. The period of estimation includes several demand
shocks which have had permanent effects, such as the Russian crisis, after
which Estonian firms reduced exports to Russia permanently, and joining the
European Union (EU), which in turn facilitated exports to the other EU coun-
tries. These shocks had a stronger impact on some sectors than others. The
shock is still defined as an increase in productivity, but with the additional
interpretation that the roots can also be in the demand side of the economy.

The results are robust to various changes in the model set-up. For example
the qualitative aspects do not depend upon the inclusion of the relative price
of investment goods relative to the consumption in the system and identifica-
tion of the investment specific technology shock. In addition the results are
not contingent on making interest rates fully exogenous, using 2, 3 or 4 lags,
dropping four quarters of data from the beginning and the end, placing the
entry before and after the interest rate, etc.

The results of the liquidity shock can be compared to the results of the
monetary shocks in the U.S. for the U.S. economy. Uusküla (2007b) shows
that an expansionary monetary shock leads to an increase in firm creation. The
results are obtained using an 11-dimensional VAR of quarterly data and also
identifies the shock with the short run restrictions. Bergin and Corsetti (2008)
estimate a 6 dimensional VAR of monthly data and get a significant reaction
of the creation of firms to a monetary shock when they use the non-borrowed
reserves to the total reserves ratio to measure the monetary conditions, but not
when they use the Federal Funds Rate.

A recent study using Estonian firm-level data by Masso et al. (2004) shows
that the productivity increase has worked through the creation and destruction
of businesses. This paper complements that claim, by showing that technology
shocks lead to firm entry. For the U.S., Lewis (2006) shows that supply shocks
lead to an increase in the net entry at the business cycle frequency by using a
sign restriction based identification in VAR.

The rest of the paper is structured as follows. In next section I explain
the identification of structural shocks. The third section describes the data.
I present the main results in section four, starting with the impulse response
functions and continuing with the variance decomposition. The fifth section
includes robustness analysis and the sixth section concludes.
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2. Identification of structural shocks

In this section I explain the identification of neutral technology and liquid-
ity shocks in the VAR framework. The reduced form VAR is given by:

yt = b0 +

p∑
i=1

biyt−i + ut, (1)

where,yt is the set of endogenous variables,b0 is the vector of constants,bi is
matrix of coefficients indexed with the number of the lag,p is the number of
lags used in the model, andut is the error term.

The benchmark VAR contains 5 variables: log changes in labor produc-
tivity, a GDP deflator, employment, the number of firm created, and the level
of the interest rate. Labor productivity is included in order to identify a pro-
ductivity shock. The interest rate of kroon loans is used as a measure for
the availability of liquidity. Although many loan contracts in Estonia are de-
nominated in euros, the kroon interest rate shows the availability of loans and
reflects the currency and the economy specific risks. The GDP deflator and
employment are used to reduce omitted variable bias. Employment allows to
calculate the GDP and the GDP deflator helps to understand the properties of
the shock. The details of the data are presented in Table5 in the Appendix.

Similar VARs estimated for the U.S. economy contain a higher number of
variables. For example Altig et al. (2005) estimate a 10-variable VAR includ-
ing the relative price of investment, labor productivity, a GDP deflator, hours,
consumption, investment and several other variables. Uuskula (2007b) esti-
mates an 11-dimensional VAR adding to the previous list a firm turnover mea-
sure. Ravn and Simonelli (2007) estimate a 12-dimensional VAR augmenting
the system with government expenditures and labor market measures. The
short sample period available for Estonia strongly restricts inclusion of more
variables.

The reduced form VAR cannot be used to infer about structural shocks.
Therefore I rewrite the VAR in the following structural form:

A0yt = B0 +

p∑
i=1

Biyt−i + εt (2)

where,Bi-s are matrices of the structural coefficients, related tobi-s as the
follows: bi = A−1

0 Bi, εt are the structural shocks, and the variance-covariance
matrix (Σε = E(ε′tεt) is assumed to be diagonal and related to the reduced
form shock variance-covariance matrix (Σu = E(u′

tut)) by the formulaΣu =
A−1

0
′
ΣεA

−1
0 .
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I assume that only a neutral technology shock can have a permanent impact
on labor productivity. The explanatory variables for the estimated equation
on labor productivity are the lags of labor productivity itself and the lagged
values of all other variables in differences. The use of differenced data im-
plements zero long-run restrictions (for detailed discussion see Shapiro and
Watson (1988)). The contemporaneous value of the interest rate is excluded
from the set of explanatory variables because of the identification of the mon-
etary shock. The productivity equation cannot be estimated with the ordinary
least squares technique because the contemporaneous value of productivity
might be correlated with the residual term. Therefore I estimate the equation
using the instrumental variable (IV) technique. The instruments are the lagged
values of the explanatory variables.

Campbell (1998) claims that technology shocks are important for generat-
ing variance in plant entry and exit dynamics, which is related to the creation
of new firms. Several authors consider technology shocks to be the key shocks
for business cycle dynamics, including Kydland and Prescott (1982), Altig et
al. (2005), Ravn and Simonelli (2007), etc. The long-run restrictions in identi-
fying neutral technology shocks have been adopted by many authors: see Gali
(1999), Altig et al. (2005), Fisher (2006) and Ravn and Simonelli (2007) for
example.

I adopt the recursive approach to identify the liquidity shock. The interest
rate (Rt) is set by the financial markets. It is contemporaneously influenced
by the variables in the setΩ. The orthogonal shock is defined as the residual
(ζt) in settingRt = F (Ω) + ζt. The recursive identification scheme is often
used for the US economy with the interpretation of the monetary policy shock.
Estonia only has a limited degree of monetary independence and the shock is
not a measure of its monetary stance. The market interest rate reflects more
generally the liquidity in the financial markets and does not have a traditional
policy interpretation. The shock reflects the international monetary stance, the
Estonian kroon risk premium, the mark-up on loans, and other similar factors.

In order to obtain identification, I impose short-run restrictions. All the
variables placed before the interest rate can have contemporaneous effects on
the interest rate, but are assumed not to be affected contemporaneously by
the interest rate. I assume that the firm turnover variables enter into the set
Ω, therefore it is not contemporaneously influenced by the interest rate. In the
estimation, the recursiveness assumption implies that the interest rate equation
is estimated with explanatory variables which include all the contemporaneous
values and lags of the variables placed before it.

For the U.S., several authors have used the recursive assumption in order to
identify monetary policy shock, some recent examples are: Altig et al. (2005),
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Ravn and Simonelli (2007), Boivin et al. (2007). For an overview of the
identification schemes and main results see Christiano et al. (1998).

After identifying the technology shock (estimating the equation of labor
productivity), I proceed the estimation of the equations in the following order:
a GDP deflator, employment, firm creation, and the interest rate. I include
the lags of all the variables and the contemporaneous values of the previous
variables. All equations are estimated using IV technique. In addition to the
lagged values of the variables, I exploit all the estimated residuals as additional
instruments.

3. Description of the data

The data are for the period from 1995Q2 to 2006Q2. I start the period
in 1995 because by this time major reforms were finished and the macroeco-
nomic situation stable. The macroeconomic data is from the Statistics Estonia
and the financial data from the Bank of Estonia. For detailed description, see
Table 5 in the Appendix. I use employment because the number of hours
worked is not available at quarterly frequency for the whole period.

The creation of firms’ statistics is from the Estonian Business Registry. The
quarterly number of new firms is based on the date of registration. It includes
the firms that are created by the law firms to sell as ’on the shelf’ products.
Therefore not all firms will start operating at the time of creation. As a result,
the data on firm creation reflects the expectations about future economic con-
ditions. The manufacturing sector also includes agriculture, fishing, hunting,
forestry, mining etc. Logistics also includes transportation and communica-
tion. A further division into sectors makes the number of entry volatile as the
number of firms created decreases. For a detailed description, including the
EMTAC codes, see Table 5 in the Appendix. I use the X12 filter to remove
seasonal component from the series.

I test the stationarity of the data using the (augmented) Dickey-Fuller test.
The results in Table 6 in the Appendix show that labor productivity, the GDP
deflator and firm creation1 are stationary in first differences independently of
the number of lags used in the regression. The stationarity of employment and
the interest rate in the differences is rejected at the 5% confidence level for
models with a high number of lags. Because of the low power of the (aug-
mented) Dickey-Fuller test and given that according to the theory the series
should be stationary, for the benchmark results, I use the variables in levels.

1From the economic point of view the correct measure for creation of firms is entry rate.
Entry rate should be stationary and could be used in levels. Unfortunately this series is not
available because of the changes in the firm registry laws.
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The stationarity results of the creation of firms by sectors are presented in
Table 7 in the Appendix. The variables are all stationary in differences when
zero or one lags are used at traditional confidence levels. The weakest are the
results for the retail and whole-sale sectors, which show that the series are not
stationary when two or three lags are included, but are stationary with four
lags included at the 10% confidence level.

4. Results

The benchmark VAR has 3 lags and includes intercepts in all of the esti-
mated equations. I present the 68% confidence intervals equal to one standard
deviation, based on 5000 bootstrap replications centered around the point es-
timates.

4.1. Impulse response functions of the liquidity shock

Figure 1 presents the impulse response functions to a positive shock in
liquidity: a one-time drop in the interest rate by 1 percentage point, lasting
for five quarters. The impulse response function of the creation of firms has a
hump-shaped form. The maximum, about a 6% increase, is reached after 10
quarters and the effect is statistically significantly different from zero for more
than 20 quarters.

In addition, the liquidity shock leads to a hump-shaped increase in em-
ployment, productivity, output and the GDP deflator. However the effect on
the GDP deflator is statistically insignificant. I find no evidence of the price
puzzle, as is often recorded in the literature for monetary shocks.

Figure 2 shows the impacts of the positive liquidity shock on the 8 sectors
in the economy, where each of the sectors is plugged into the system in turn
instead the total creation of firms one-by-one. The sectors are manufactur-
ing, construction, retail and whole-sales, hotels and restaurants, transport and
logistics, financial services, real estate, and others.

The sectoral effects of the shock, with two exceptions, are very similar to
the dynamics of the aggregate entry. The impact is uniform and the sectoral
heterogeneity is small. The shock leads to an increase in the number of created
firms in most of the sectors by around 4% after one year, and 2–4% after
five years. The effects are the strongest and most persistent for the retail and
whole-sale sectors. This can be explained at least in part by the stationarity
properties of this data series. The number of new firms does not increase only
in the financial sector. A decrease in the domestic interest rate can result in a
lower mark-up and consequently a lower income of the financial companies.
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Therefore it is not unreasonable that a positive liquidity shock can lead to a
drop in the creation of firms in the financial sector.

In a 3-dimensional VAR model, Uusküla (2007a) also finds that a con-
tractionary liquidity shock leads to a drop in the number of created firms in
Estonia. The effect of liquidity on the total number of new firms can also be
compared to the results on the monetary shock in the U.S. Uusküla (2007b)
shows that an expansionary monetary policy leads to an increase in the firm
creation. Using monthly data and the ratio of non-borrowed reserves to to-
tal reserves, Bergin and Corsetti (2008) show that an expansionary monetary
shock leads to a higher creation of firms. In addition the other economic vari-
ables are similar to the findings for the U.S. and the Euro area countries. There
the shock also leads to a hump-shaped increase in employment and output.

4.2. Impulse response functions of the neutral technology
shock

The positive neutral technology shock is defined as a long-run increase in
labor productivity of about 1.5%. The impulse response functions are pre-
sented in Figure 3. The shock leads to an increase in the creation of new firms
by 6% and the effect is statistically significant for four quarters. The mean ef-
fect after 20 quarters is around 4%, but it is statistically significant at the 68%
confidence level. Therefore at the aggregate level the impact of the technology
shock is small and uncertain.

The increase in productivity lowers employment at the time of impact, and
has a zero effect from the third quarter onwards. A drop in employment de-
creases the initial rise in the GDP, which reaches the highest level of 1.5%
after 10 quarters. In addition, a technology shock leads to a small drop in the
interest rate and volatile, but more probably increasing than decreasing GDP
deflator.

The sectoral response to the change in labor productivity is presented in
Figure 4. The magnitude of the reactions and their statistical significance
varies reflecting sizable differences across sectors. Therefore a macroeco-
nomic shock has a heterogeneous impact on the economy.

The effect is the strongest in the financial sector, where growth is around
20%. Firm creation in the manufacturing, construction and logistics sectors
increased by 5–8%, which is higher than the rise in aggregate firm creation.
The shock has the smallest impact on the retail and whole-sale sectors, which
face an initial 4% increase, but after one year, the impulse response functions
of the creation of new firms is very close to zero or even negative.

The sectors where the increase is the strongest are mainly tradable in the
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nature: for example, manufacturing and logistics. The increase in the creation
of firms in the sectors that are a priori producing non-tradables, such as retail
and whole-sales, real estate is much smaller. The two outliers are financial
services and construction. Although the financial sector is often analyzed as a
non-tradable sector, it offers liquidity for entrepreneurs in the other sectors. It
also has a role in amplifying business cycles (see Bernanke et al. (1996) for
example), In this case the productivity shock amplified by the financial sector,
which consequently mean that the macroeconomic shocks influence financial
markets stronger.

Traditionally technology shocks have a clear supply-side explanation, which
is supported by the fact that the GDP deflator drops after the shock (for ex-
ample, see Gali (1999), Ravn and Simonelli (2007) or Altig et al. (2005)).
However, here the GDP deflator does not drop.

The data period under study is marked by two important and persistent de-
mand shocks — the Russian crisis starting in August 1998 and Estonia joining
the European Union in May 2004. The Russian crisis lead to a drop in the
Estonian exports to Russia. Membership to the European Union eased ex-
ports to the other EU countries. Both of these demand-driven economic events
had bigger effects on some sectors than on the others and generated lasting
changes in aggregate productivity. Therefore the supply-side interpretation
can be complemented with permanent demand shocks.

The distinction between the tradable and non-tradable sectors points to-
wards a possible manifestation of the Harrod-Balassa-Samuelson hypothesis.
An increase in tradable sector productivity raises the cost of production of non-
tradables and results in domestic inflation. The increase in tradable productiv-
ity should generate inflation only in the longer run. Here, inflation increases
within a one-year horizon. Moreover it is during the time when the effect of
productivity on entry into the non-tradables sector is still positive.

From a panel of Estonian firms, Masso et al. (2004) find that the tech-
nological improvement works through the creation of new firms. The result
of this paper complements this result by finding that technological improve-
ment leads to firm creation at business cycle frequencies. In addition, I show
that the business cycle effect is not homogeneous across sectors leading to a
redistribution and restructuring of the economy.

4.3. Variance decompositions

The variance decomposition results show that the two identified shocks
are important for the Estonian economy. They capture more than half of the
variance of the macroeconomic variables at the business cycle frequency. The
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shocks also describe an important share of variance in the creation of new
firms.

The liquidity shock explains 6–18% of the forecast error variance decom-
position (FEVD) of the total creation of new firms for a period of one to five
years (see Table 1). The shock explains the high share of variance in the re-
tail and whole-sale and in the real estate sectors and the lowest share in the
logistics sector.

Table 1: Variance decomposition for the liquidity shock, in percents
FEVD at indicated quarters Business

0 4 8 12 20 cycle freq.
Total 0.00 6.35 13.02 16.22 18.01 36.89
Agriculture 0.00 2.35 5.16 7.00 8.35 22.21
Construction 0.00 2.48 4.95 4.66 3.76 27.02
Retail and wholesale 0.00 9.20 16.45 21.15 25.45 18.21
Hotels and restaurants 0.00 2.45 5.00 6.58 8.52 29.64
Logistics 0.00 2.29 3.01 2.67 2.14 34.76
Financial 0.00 0.26 1.39 4.72 6.69 9.60
Real estate 0.00 5.40 9.22 11.32 12.82 49.38
Others 0.00 1.49 2.89 3.17 3.21 34.05

Note: FEVD stands for the forecast error variance decomposition presented at the moment of impact and 4, 8, 12
and 20 quarters after. The business cycle is calculated using the Hodrick-Prescott filtered trend with the smoothing
parameterλ = 1600. The share of variance is calculated dividing the counterfactual data variance around the trend
with the respective variance in the data.

The neutral technology shock explains about 21% of the variance in the
new firms upon the time of impact, but with a diminishing share down to 8%
at the five year horizon (see Table 2). It describes a relatively higher share of
variance in the financial sector, followed by construction, manufacturing and
logistics sectors.

The in-sample decomposition of the variance at the business cycle fre-
quency is presented in the last columns of Tables 1 and 2. The business cycle
frequency is defined as the variance around the Hodrick-Prescott filter trend
with the smoothing parameterλ = 1600. I obtain the counterfactual data by
adding the identified monetary shock to the data. Then, from the generated
time-series I remove the trend and calculate standard deviations. The share of
the variance explained by the shock is the fraction of the counterfactual data
standard deviation to the respective data moment. Although asymptotically
the variance decompositions should add to 100% for all the shocks, in limited
samples this is not true and the sum of variances can exceed 100%. At the
business cycle frequency, the liquidity shock describes 37% of the variance in
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the total number of firms created (see last column in Table 1). The highest
share of variance is described in the real estate and logistics sectors, and the
lowest share in the financial services sector.

Table 2: Variance decomposition for the neutral technology shock, in percents
FEVD at indicated quarters Business

0 4 8 12 20 cycle freq.
Total 21.12 16.36 9.44 7.98 7.83 40.56
Agriculture 17.53 19.63 13.62 12.38 11.62 38.92
Construction 12.82 14.70 17.38 20.77 25.35 31.73
Retail and wholesale 7.31 4.51 2.40 2.98 4.31 19.29
Hotels and restaurants 8.95 6.83 4.78 3.37 2.25 37.00
Logistics 14.07 13.79 13.48 15.68 17.08 42.12
Financial 30.32 39.71 49.92 55.17 57.69 31.30
Real estate 17.08 11.73 6.42 5.16 4.65 50.24
Others 19.58 24.88 17.73 17.71 17.54 52.98

Note: FEVD stands for the forecast error variance decomposition presented at the moment of impact and 4, 8, 12
and 20 quarters after. The business cycle is calculated using the Hodrick-Prescott filtered trend with the smoothing
parameterλ = 1600. The share of variance is calculated dividing the counterfactual data variance around the trend
with the respective variance in the data.

The neutral technology shock explains more than 40% of the variance at
the business cycle frequency. It also explains the high share of variance in
the financial sector and very little in the retail and whole-sales, as well as the
hotels and restaurants sector (see the last column in Table 2).

The two shocks together explain an important part of the creation of new
firms, which constitutes more than quarter in the forecast error variance de-
composition for the period up to five years and more than half of the variance
decomposition at the business cycle frequency. This gives confidence that
these two shocks capture an important share of the variance in the creation of
new firms.

The liquidity shock describes more than half of the variance in the inter-
est rate in the short-run (up to two years), and the effect decreases over time
(see Table 3). The shock is also important in describing employment and out-
put, but does not influence productivity and inflation. At the business cycle
frequency, the liquidity shock describes more than half of the variance in the
interest rate (see Table 3). It also explains more than one third of the variance
in employment. In addition, tt explains almost 15% of the variance in output
and almost 13% of the variance in inflation.
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Table 3: Variance decomposition for the liquidity shock, in percents
FEVD at indicated quarters Business cycle

0 4 8 12 20 frequency
Productivity 0.00 1.17 1.65 1.29 0.77 5.18
Inflation 0.00 1.32 1.70 1.73 1.73 12.70
Employment 0.00 10.36 14.86 15.37 15.40 25.62
Output 0.00 5.42 6.77 5.48 3.41 14.33
New firms 0.00 7.46 14.12 16.35 18.21 36.90
Interest rate 82.67 64.62 38.06 34.91 34.20 56.16

Note: FEVD stands for the forecast error variance decomposition presented at the moment of impact and 4, 8, 12
and 20 quarters after. The business cycle is calculated using the Hodrick-Prescott filtered trend with the smoothing
parameterλ = 1600. The share of variance is calculated dividing the counterfactual data variance around the trend
with the respective variance in the data.

The neutral technology shock describes more than 90% of the variance in
labor productivity and at least 65% of the variance in output at the 5 year
horizon (see Table 4). The technology shocks are also important in describing
the interest rate and employment in the short-run (up to two years), but has
little explanatory power over inflation. The neutral technology shock explains
81% of the variance in productivity, 54% of output, and 34% in employment
over the business cycle.

Table 4: Variance decomposition for the neutral technology shock, in percents
FEVD at indicated quarters Business cycle

0 4 8 12 20 frequency
Productivity 94.51 92.10 93.17 94.80 96.87 81.03
Inflation 0.13 5.74 5.72 5.78 5.81 17.72
Employment 16.25 7.57 5.41 5.28 5.39 33.74
Output 91.41 66.63 69.90 76.27 85.25 53.78
New firms 21.46 13.34 9.34 8.35 8.06 41.00
Interest rate 14.46 12.03 6.74 5.57 5.35 23.90

Note: FEVD stands for the forecast error variance decomposition presented at the moment of impact and 4, 8, 12
and 20 quarters after. The business cycle is calculated using the Hodrick-Prescott filtered trend with the smoothing
parameterλ = 1600. The share of variance is calculated dividing the counterfactual data variance around the trend
with the respective variance in the data.

The results show that the neutral productivity shock explains movements in
labor productivity and does poorly in describing inflation. Similar studies for
the US and Europe have found that productivity shocks describe the variance
in labor productivity less and the variance in inflation more. This supports the
hypothesis based on the impulse response functions that the identified shock
also includes permanent demand shocks that influence productivity.
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5. Robustness analysis

In this section I show that the results are robust to various changes in the
model set-up, given the limitations of the variables and sample available. Re-
cently, Fisher (2006) showed that the technology shock might be mis-specified
when the investment specific technology shock is not identified. I add an equa-
tion to the system — the price of investment good relative to the GDP deflator.
I base the identification of the investment specific technology shock on the
assumption that only the investment specific technology shocks can have a
long-run impact on the relative price of the investment good. Therefore I es-
timate the equation including the lags of the relative price of investment and
all other variables in the first differences, which as done before for the tech-
nology shock, implements the long-run restriction. I estimate the equation by
using the IV technique. For the identification of the neutral technology shock,
I also assume that investment specific technology can have a permanent effect
on labor productivity. Consequently relative price of investment in the labor
productivity equation is not differenced, but all the other variables are used in
first differences.

When an investment specific technology shock is identified in addition to
the neutral technology shock, an increase in labor productivity leads to a per-
manent increase in the number of created firms. Similar to the benchmark
results the shock results in a short-run drop in employment and interest rate.
The effect of the shock on the GDP deflator is now negative, but statistically
significant only for the second quarter after the shock. The real estate, hotels
and restaurants, and retail and whole-sales sectors have an initial positive re-
action, but after two years, the number of firms decreases. On the contrary,
the effect on the manufacturing, logistics, construction and financial sectors is
always positive, but has a lower statistical significance than in the benchmark
results. A positive liquidity shock — a drop in the interest rate by 1 percent-
age point leads to an increase in the creation of new firms by about 3%, lasting
for 15 quarters. The shock leads to stronger and longer lasting effects on
employment and output. The GDP deflator increases, becoming statistically
significant after 4 quarters.

Estonia is a small open economy with a very limited independence of mon-
etary policy. Therefore the interest rate is determined to a large extent by ex-
ogenous factors. In order to check if that has an effect on the results, I make
the interest rate fully exogenous: it is only explained by its own lags, all the
coefficients of other variables of interest rate are set to zero. After the liquidity
shock, interest rate does not converge back to zero within the next 20 quarters.
At the disaggregated level, all sectors have a positive effect with the exception
of the financial sector, for which the impact is negative, as before. However,
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the impulse response functions of the number of firms do not exhibit conver-
gence back to zero within 20 quarters horizon. After the technology shock, the
interest rate remains zero by construction, but the other variables have similar
impulse responses as before.

I carry out several additional robustness checks. I estimate the model with
two and four lags instead. I drop four quarters from the beginning and from the
end of the sample. I re-estimate the model assuming difference-stationarity of
employment and the interest rate. I also add money velocity to the system as
a last variable after the interest rate.

In general, these changes make the impact of the neutral technology shock
on the creation of firms stronger, leading to permanent effects of productivity
on the number of entry. At the sectoral level, differences between the sectors
remain significant: the tradeables have stronger reaction than the non-tradable
ones. For example, when four lags are used in the VAR, all the impacts are
statistically significant after a 5-years period, but manufacturing and logistics
have impacts which are almost twice the size of those for retail and whole-
sales, and hotels and restaurants. Dropping the first or last four quarters from
the sample strengthens the patterns described in the section of results. For the
other robustness checks, the impulse response functions of the liquidity shock
are similar to the benchmark.

In a similar way to the robustness of the impulse response functions, there
is also an quantitative uncertainty about the variance decomposition of the
shocks. The described variance of the creation of firms due to liquidity shock
drops to 2%, but can also exceed 50%. The lower bound for the technology
shocks is also very close to zero.

6. Conclusions

This paper gives new evidence about the transmission of monetary and
technology shocks in Estonia. Based on the sectoral data about firm creation, I
show that a liquidity shock has a homogeneous impact on the economy. Con-
versely, the effects vary significantly for a neutral productivity shock. These
shocks together explain about half of the variance in the creation of new firms.
Although there is uncertainty about the size of the impacts of the shocks, the
qualitative results are robust to various changes. The paper also contributes to
the literature on explaining firm creation by using high-quality registry data.
I also argue that the interpretation of a permanent neutral technology shock
does not necessarily have a direct supply side interpretation, but can also in-
clude permanent demand shocks.
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Appendix

Table 5: Detailed description of variables
Variable Description Source
Employment Log of number of employed people,

ages 15-69
Statistics Estonia

Real GDP Log of GDP at year 2000 prices Statistics Estonia
Nominal GDP Log of GDP at current prices Statistics Estonia
GDP deflator Difference between nominal and

real GDP
Labor productivity Difference between real GDP and

employment
Real investment Log of investment at year 2000

prices
Statistics Estonia

Nominal investments Log of investment at current prices Statistics Estonia
Price of investment Log of nominal to real investment
Relative price of invest-
ment

Log of investment price minus log
of GDP deflator

Interest rate Interest rate on Estonian kroon
loans

Bank of Estonia

Money Log of M2 Bank of Estonia
Money velocity Money minus nominal GDP
Creation of firms Log of the number of firms created Estonian Busi-

ness Registry
Manufacturing EMTAC 1–44999 Ibid.
Construction EMTAC 45000–49999 Ibid.
Retail and whoe sales EMTAC 50000–54999 Ibid.
Hotels and restaurants EMTAC 55000–59999 Ibid.
Logistics EMTAC 60000–64999 Ibid.
Financial EMTAC 65000–69999 Ibid.
Real estate EMTAC 70000–74999 Ibid.
Others EMTAC 75000– Ibid.
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Table 6: Stationarity analysis of main variables
Variable Labor GDP Employment Creation Interest rate

product. defl. of firms
Level/Diff Diff Diff Level Diff Diff Level Diff
0 –7.18 –8.15 –3.06 –6.21 –8.82 –2.88 –10.72
1 –8.42 –2.60 –3.07 –4.39 –6.25 –3.00 –5.15
2 –4.24 –2.99 –3.30 –3.64 –4.17 –2.58 –4.44
3 –4.61 –3.32 –1.90 –2.95 –4.09 –2.53 –3.56
4 –3.88 –3.32 –2.03 –2.85 –3.87 –2.38 –3.16

Note: Constant is included in every regression. The asymptotic critical values are –3.43, –2.86 and –2.58 respectively
for 1, 5 and 10% levels.

Table 7: Stationarity analysis of firm creation in differences by sectors
Lags Manuf. Constr. Sale Hotels Logist. Fin. Real Other

estate
0 –8.92 –7.18 –6.74 –9.94 –10.35 –8.08 –9.73 –10.66
1 –6.47 –5.02 –4.01 –5.90 –5.82 –5.99 –4.67 –6.55
2 –4.63 –3.61 –1.93 –4.82 –3.60 –4.42 –2.99 –3.54
3 –4.52 –3.98 –1.96 –5.23 –4.00 –4.69 –2.99 –3.66
4 –4.76 –2.37 –2.63 –4.57 –3.80 –4.01 –3.03 –3.61

Note: Constant is included in every regression. The asymptotic critical values are –3.43, –2.86 and –2.58 respectively
for 1, 5 and 10% levels.
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