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Abstract

Under a currency board the central bank relinquishes control over its
monetary policy and domestic interest rates converge toward the foreign
rates. Nevertheless a spread between both usually remains. This spread
can be persistently positive due to increased risk in the economy. This
paper models that feature by building a DSGE model with a currency
board, where the domestic interest rate is derived as a function of the
foreign rate, the external debt position and an exogenous risk premium
component. Applying Markov-Switching allows for time variation in
the volatility of the risk premium component. The model shows that the
size of risk premia shocks in an economy with a currency board is small
in quiet times but the shocks are much larger during crises, which the
standard model would understate. The model is applied with Bayesian
methods to Estonian data and is able to match the banking and financial
crises.
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Non-technical summary

This paper uses a novel modelling approach to capture the non-linearities of
the risk premium on the interest rates in a small open economy with a currency
board. Smaller economies often use this board mechanism as a stabilization
mechanism by pegging their currency to a stronger and less volatile currency,
which in theory should lead to convergence between domestic and foreign
interest rates. However, a spread between the rates may emerge during rare
events such as a crisis or a loss of credibility of the board, which reflects the
risk associated with the system. This spread might sometimes get excessively
large and this may have detrimental effects on the economy. In the case of
Estonia, the 3-month interbank interest rates were up to 14% higher during the
1997–1999 banking crisis than their European counterparts.

When it comes to modelling a currency board, Dynamic Stochastic General
Equilibrium (DSGE) models are highly stylised. The mechanism is usually
simulated by the imposition of a fixed exchange rate, which leads to domestic
and foreign interest rates becoming identical. This simple technique is un-
able to capture the inherent non-linearities of the board. In this paper, a stan-
dard DSGE model is extended to a Markov-Switching Rational Expectations
model, where domestic rates are derived as a function of the foreign rates and
an additional component. This component allows for a spread between the two
rates and is composed of an endogenous variable and an exogenous process.
The exogenous part reflects the risk premium. Through this extension, the
model may then have two regimes, a low-risk premium (or “high-credibility”)
regime and a high-risk premium (“low-credibility”) regime.

Estimation with real data shows that the model is well suited to accommo-
date the dynamics and evolution of the Estonian economy. It is able to identify
the banking crisis in 1997 and the financial crisis of 2008. The advantage of
this framework is that the effects of risk-premium shocks can be quantified in
each regime separately and state contingent analysis can be performed. It is
shown that during the low-risk premium regime, the size of interest rate shocks
is negligible, while in the second regime interest rate shocks are substantial.
A standard DSGE model is only able to capture a middle-ground scenario,
overestimating the shocks compared to the first regime and understating them
compared to the second.
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1. Introduction

A key factor in a currency board mechanism is the inherent link between
the interest rates of the pegged currency and the foreign rates. Under ideal
conditions, these two rates should converge and eventually be identical. In
practice they are not equal. While small discrepancies always arise, a mul-
titude of factors, such as speculation against the board or a banking crisis
can contribute to a persistent, positive spread. The literature on pegs largely
ignores this issue. In most models, especially in the DSGE field, in the ab-
sence of money the mechanism is simulated using a short-cut by closing the
exchange rate channel, which leads to a one-to-one relationship between the
interest rates.1 A discrepancy may be added by the introduction of a random
disturbance (which can be interpreted as a risk-premium shock). This setup,
however, is at odds with the empirical evidence. In general, many countries
with a currency board have experienced speculation against the mechanism or
problems in the banking sector at one point or another. This has in turn led
to a an opening of the spread. During such periods the economy is naturally
more sensitive to shocks and macroeconomic variables may react strongly to
economic disturbances.

The standard modelling approach is unable to capture these events. The
conventional approach with an interest rate identity and a random disturbance
cannot distinguish between periods of large and small spreads. In turn if one
studies the propagation of shocks with this model, the system would produce
stronger responses during “quiet” times while underestimating the effects of
disturbances in the banking sector during sensitive periods. It is probable that
during the former, risk would play a negligent role, while it could have impor-
tant implications in the latter.

This paper addresses that issue. It builds a model based on Gali and Mona-
celli (2005) with the addition of imperfect risk sharing in the spirit of Justini-
ano and Preston (2010). By fixing the exchange rate, the domestic interest
rate can be derived as a function of its foreign counterpart and two additional
components as in Gelain and Kulikov (2009). The first is an endogenous com-
ponent, which can be interpreted as the net foreign asset position or “debt
sensitivity”. If domestic agents are heavy borrowers the spread opens and
it becomes more costly to borrow further. This allows for an endogenous
discrepancy between the rates. Without this feature any difference would be
attributed to the risk premium. The second component, an external risk pre-
mium shock, aims to capture the exogenous part of the spread. The key feature
is that by the means of Markov-Switching the volatility of the innovations is

1For a baseline model see Gali and Monacelli (2005).
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time-varying. The agents are aware that a switch is possible and act accord-
ingly.2 The change itself and its probability are assumed to be exogenous to
the individuals. As such, this model also presents an alternative method to
Justiniano and Primiceri (2008) in dealing with time-variation in the volatility
of macroeconomic shocks.

The model is then applied to Estonia which had a currency board from 1992
up to the introduction of the Euro in 2011. Throughout this period the banking
system experienced several crises as well as the global financial turmoil. Fig-
ure 1 depicts the annual Estonian and European interbank rates (TALIBOR and
EURIBOR) starting from 1996. The 1997–2000 banking crisis and the 2008
financial crisis are easily identified. Utilizing Bayesian methods, the model
captures these peculiarities by identifying significant time-variation in the risk
premium and endogenously matching the crises. The impulse responses con-
firm the proposed hypothesis that under a currency board, during “normal”
times the risk premium shocks play a minor role but have a major impact dur-
ing “special” periods, while a standard model would produce “in-between”
results.

1996 1998 2000 2002 2004 2006 2008 2010
0

5

10

15

20

Figure 1: Annual interbank interest rates in %, Estonia’s TALIBOR (—) and
EURIBOR (- -)

2. A Model to Capture the Spread

Estonia is a rapidly growing small open economy (SOE) that is heavily
involved in trade. Exports and imports for the last decade have been over 50%

2Due to the linearization up to first order, this additional feature does not influence the
individual decision making because the switching is incorporated in the variance of the ex-
ogenous shock.
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of GDP each.3 Since 1992 a currency board has been in place. It pegged
the exchange rate first to the German Deutsche Mark and then to the Euro.
Under the mechanism, the central bank forfeits its control over conventional
monetary policy instruments such as steering the interest rates or controlling
the money supply directly. Hence it cannot function as a lender of last resort
neither to the government, nor to banks. As a result, the domestic currency
inherits the stability of the one it is pegged to and domestic interbank interest
rates should follow the interest rates of the foreign economy. Any spread
between the two would entail the risk associated with the domestic economy.

The goal of this section is to outline a model that might be suitable to
describe such an economy. As a basis is taken the work of Justiniano and
Preston (2010) — a SOE a lá Monacelli (2005) with incomplete markets, hy-
brid inflation dynamics, habit formation and a handful of structural shocks.
To accommodate the currency board feature, the model is closed via one of
the methods outlined in Schmitt-Grohe and Uribe (2003), namely through the
exchange rate channel. Hence the nominal interest rate becomes a function
of the foreign interest, net foreign asset position and a risk premium, which
is a feature also adopted in the Estonian DSGE model of Gelain and Kulikov
(2009).

On the demand side, consumers maximize utility by choosing the optimal
allocation of consumption and labour, subject to a budget constraint.

E0

∞∑
t=0

βtϑt

[
C1−σ
t

1− σ
− N1+ϕ

t

1 + ϕ

]
(1)

Their utility is subject to preference shocks ϑt. β is the discount factor,
σ is the inverse of the elasticity of substitution as well as the risk-aversion
coefficient, Nt denotes labour and Ct denotes consumption. The latter is a
bundle of domestic and foreign goods and, for simplicity, the habit formation
of the original model is omitted.

Income is the total sum of the wages obtained by working as an employee
WtNt, the profits of import ΠF,t and export firms ΠH,t (which are owned by
the individuals) and the returns on domestic and foreign bonds. The formal
budget constraint is

PtCt+Bt+etB
∗
t = Bt−1(1+it−1)+etB

∗
t−1(1+i∗t−1)Φ(Dt, φt)+WtNt+Tt (2)

As standard in the open-economy literature, an asterisk (*) denotes foreign
variables. et is the exchange rate, Bt are the net stocks of one-period Arrow-
Debrew securities with nominal interest it. The CPI is denoted by Pt and Tt

3Source: Eurostat.
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stands for taxes. Φ(Dt, φt) is a debt elastic interest rate premium with

Φt = e−χ(Dt+φt)

Dt is the real quantity of the consumer’s net foreign asset position in relation
to steady state output Ȳ

Dt =
EtB∗t−1

Ȳ Pt−1

Et is the bi-lateral nominal exchange rate. Φ(•) follows Benigno (2001),
Schmitt-Grohe and Uribe (2003) and Gelain and Kulikov (2009). The intu-
ition behind the first component, D, is that domestic agents face a cost when
participating in world markets. As lenders (Dt > 0, accumulation of foreign
debt), the households receive a lower remuneration than the market rate. As
borrowers (Dt < 0) they pay a premium over the interest rate. The premium
is sensitive with respect to the net foreign asset position (measured by χ). φ
is a risk-premium shock that captures exogenous forces outside of the model
that introduce risk to the system.

In the context of the SOE literature (Kollmann (2002), Schmitt-Grohe and
Uribe (2003), Justiniano and Preston (2010)), through the incomplete asset
markets assumption, φ can be interpreted as an uncovered interest rate parity
(UIP) shock and D functions as deviation from the parity — a positive or neg-
ative premium depending on the domestic country being a lender or borrower
in the world market.4 In this setting, however, after closing the model, the UIP
equation will appear as a (passive) monetary policy rule where the domestic
interest rate i is a function of the foreign interest rate i∗, the debt position
D and the risk-premium shock φ. Thus, the domestic interest rate would be
increasing in the level of household borrowing from the world economy and
would also be subject to exogenous shocks.

Log-linearization of the first order conditions leads to the usual Euler equa-
tion and leisure-consumption trade-off. The consumption dynamics is rep-
resented by the conventional inter-temporal equation with lower-case letters
denoting logs of the variables and π being the inflation rate:

ct = Et{ct+1}+
1

σ
(Et{πt+1} − it) +

1

σ
(1− ρϑ)ϑt (3)

On the producer side, the firms employ labour and maximize profits subject
to the costs and demand. They either produce goods for domestic consumption
and exports or import goods from abroad. The “Law of one price” fails to hold
for imported goods and both type of firms have some market power. Price is
determined in a hybrid manner — in every period a part sets their price based

4See Benigno (2001), p. 12.
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on expectations about future demand and costs a lá Calvo (1983) and the rest
use past information. Hence the inflation dynamics of both goods is forward-
and backward-looking.

(1 + βδH)πH,t = βEt{πH,t+1}+ δHπH,t−1 + λHmct + µH,t (4)

(1 + βδF )πF,t = βEt{πF,t+1}+ δFπF,t−1 + λFψt + µF,t (5)

Here δH and δF denote the respective fractions of firms that use past in-
dexation and ψt is the deviation from the “Law of one price”. It presents the
difference between the prices of the imported good at home and at the world
markets in logs: ψt ≡ et + p∗t − pF,t. Both λ’s are functions of the parame-
ters of the model and prices may be subject to cost-push shocks µH,t and µF,t.
Marginal costs are denoted by mct. They are a function of domestic and for-
eign output (yt and y∗t ), the terms of trade st, consumption ct and technology
at.

The CPI is a mixture of domestic and foreign prices weighted by their
respective share, which is the openness of the economy (α). Hence the CPI
inflation is

πt = (1− α)πH,t + απF,t (6)

The third block of the model addresses the openness of the economy. Terms
of trade are defined as the relation between the price of foreign goods PF,t to
the price of home goods PH,t or in logs: st = pF,t − pH,t. The bilateral real
exchange rate qt is the ratio between the CPIs of the two countries expressed
in domestic currency, which gives rise to the following relationship up to first
order

qt = et + p∗t − pt(1− α)st (7)

The law of one price is not assumed to hold, which translates into a discrep-
ancy between world prices of world goods and prices of world goods in the

domestic economy (Ψt =
EP ∗t
PF,t

6= 1 ⇔ ψt 6= 0). Therefore the real exchange

rate is a function of the difference

qt = et + p∗t − pt = ψt + (1− α)st (8)

and the dynamics of the nominal exchange rate under a flexible exchange rate
regime are

4et = qt − qt−1 + πt − π∗t (9)

This leads to a UIP condition under incomplete asset markets in the form

(it − Et{πt+1})− (i∗t − Et{π∗t+1}) = Et{qt+1} − qt − χdt − φt (10)
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where dt is a log-linear approximation of Dt around the steady state.5 Un-
der flexible exchange rates, the model would be closed by choosing a mon-
etary policy rule that pins down the interest rate i. Then dt and φt could be
interpreted as deviations from the uncovered interest rate parity.6 As a net
borrower, the consumer will face a positive spread between the interest rates
(adjusted for inflation expectations). In the absence of money, the introduction
of an exchange rate peg is a short cut to mimic the implications of a currency
board.7

4et = 0 (11)

Substituting through the exchange rate dynamics (9) in the UIP equation
(10) the nominal interest rate becomes completely endogenous and a function
of the foreign interest rate, the risk premium and the (real) net foreign asset
position. Thus, the uncovered interest rate parity equation acts as a passive
monetary policy rule.8

it = i∗t − χdt − φt (12)

Here, the risk premium component gives desirable characteristics to the
formation of domestic interest rates. The debt sensitivity χ is assumed to
be strictly positive. If domestic households are net borrowers on the world
financial market, they have to pay a premium on the world interest rate (as
dt is negative). This translates into higher domestic interest rates it under a
currency board, as the world interest rate i∗ is exogenous to the home country.
Also, it may be subject to an exogenous shock which can be interpreted as
a risk-premium. Hence, the country could experience, on one side, a bigger
spread due to the households being in debt, or on the other, this spread may
come as an exogenous force such as a country specific shock or an interest rate
related crisis.

The final equation needed is the evolution of the net foreign asset position,
which may be interpreted as the current account.9, p.13. It is given by

dt −
1

β
dt−1+ = yt − ct − α(qt + αst) (13)

The rest of the world is also modelled differently from Justiniano and Pre-
ston (2010) and follows Chen and Macdonald (2012) and Lubik and Schorfheide

5In the steady state the debt is assumed to be zero.
6See Benigno (2001), p. 12.
7Gali and Monacelli (2002), p.17.
8“Passive” is not used in the sense of a less-aggressive monetary policy (coefficient for

inflation in the interest rate rule < 1) but rather in its general meaning. The precise rule in this
case is4et = 0.

9See Benigno (2001).
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(2007) — not as a VAR(p) process but as an AR(p) processes, which might re-
lax some potentially tight cross-equation restrictions.10 Thus, in total there are
eight exogenous variables, modelled by AR(1) processes that are governed by
eight structural shocks: εat technology, εϑt preferences, εµHt domestic cost-push
shock, εµF import cost push shock, εφt risk-premium shock, εy

∗

t world output
shock επ∗

t world cost-push shock and εi∗t world monetary policy shock.11

at = ρaat−1 + εat with εat ∼ N(0, σ2
a) (14)

ϑt = ρϑϑt−1 + εϑt with εϑt ∼ N(0, σ2
ϑ) (15)

µH,t = ρµHµH,t−1 + εµHt with εµHt ∼ N(0, σ2
µH

) (16)

µF,t = ρµFµF,t−1 + εµFt with εµFt ∼ N(0, σ2
µF

) (17)

φt = ρφφt−1 + εφt with εφt ∼ N(0, σ2
φ) (18)

y∗t = cy∗y
∗
t−1 + εy

∗

t with εy
∗

t ∼ N(0, σ2
y∗) (19)

π∗t = cπ∗π∗t−1 + επ
∗

t with επ
∗

t ∼ N(0, σ2
π∗) (20)

i∗t = ci∗i
∗
t−1 + εi

∗

t with εi
∗

t ∼ N(0, σ2
i∗) (21)

Markov Switching Extension

The main block consists of two models — the prototypical DSGE version
(M1) and a Markov-Switching scenario (M2). In the robustness section 5
further MS models are evaluated. Two states of the economy are allowed in
the main model. The transition probabilities of the regimes are represented by
the matrix P :

P =

[
p11 p12

p21 p22

]
where pij , the {i, j} element of the matrix, is the transition probability from
state i to state j, Prob(st+1 = j|st = i).12 The different states are character-
ized by time-varying stochastic volatility of the risk-premium (18)

φt = ρφφt−1 + εφt with εφt ∼ N(0, σ2
φ(st)) (22)

As such, the model attempts to capture the heteroskedasticity of the risk-
premia during financial crises.

10Chen and Macdonald (2012), p. 1095.
11A complete list of the equations can be found in the Appendix 1.
12The literature does not follow a single convention. Here the notation in Cho (2011) is

adopted. Hamilton (1989) or Kim and Nelson (1999) use pij = Prob(st+1 = i|st = j), so
that p21 is the probability of moving from state 1 to state 2.
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Solution Methodology

The equations may be cast in the following state-space form:

B1(st)Xt = Et{A1(st, st+1)Xt+1}+B2(st)Xt−1 + C1(st)Zt (23)

Zt = R(st)Zt−1 + εt with εt ∼ N(0,Σ2(st)) (24)

A large part of the MS-DSGE papers are devoted to the technical aspects of
solving the system: in contrast to non-switching models, stability in the first
moments does not imply stability in the second moments.13 As an example,
both states may exist and be unique in a standard model but if the Markov-
Switching system jumps too often between them it could become unstable.
The methods of Linear Rational Expectations (LRE) models cannot be directly
applied. The available solution concepts are mainly centred around stability
in the second moments. Davig and Leeper (2007) show that if the shocks are
bounded in variance, there can be a stable solution to the Markov-Switching
system. Farmer et al. (2010) and Cho (2011) deal with the concept of mean-
square stability with unbounded shocks. The algorithm of Farmer et al. (2010)
utilizes the idea of a MSV solution (Minimum State Variable Solution) in the
sense of McCallum (1983) and is able to find all possible solutions to the
system but no clear rule at how to choose between them. Cho (2011) on the
other hand derives also conditions for determinacy and provides rationale why
only one of the MSV solutions is relevant to the economic problems at hand
by introducing the so-called “non-bubble condition”. Therefore, this paper
adopts the solution strategy of Cho (2011).

An important remark is that the model discussed in this paper is technically
not a “proper” Markov-Switching Rational Expectations model (MSRE). The
switching component is in the stochastic volatility and up to first order the two
states are identical for both regimes. This leads to an appealing property — the
steady state is the same for each regime and would coincide with the standard
Rational Expectation case. Thus, issues which are not yet clear such as how
does the economy jump from one steady state to another do not arise. A more
detailed discussion of the solution method can be found in the Appendix.

Estimation Procedure

The model is estimated using Bayesian methods. A prior is put on the
parameters and is combined with the likelihood function to form the poste-
rior, which is minimized and simulated through a Markov-Chain Monte Carlo

13Cho (2011), p.2.
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(MCMC) algorithm. However, in contrast to the standard DSGE case, MSRE
models are not so straightforward to estimate. The issue lies in the evaluation
of the likelihood which is dependent on the history of the states.

Due to the Markov-Switching nature of the model, the Kalman filter cannot
be applied since the possible paths grow exponentially with the number of ob-
servations. Even just ten observations of a two-state economy give 1024 pos-
sible paths. To solve this problem, the literature usually takes two approaches.
One proposition is to construct the likelihood function through Gibbs sam-
pling.14 The other is to use Kim’s Filter — a combination between Kalman
and Hamilton filters where at each step, only a fixed number of the future time
periods is evaluated and then collapsed to a finite and small number of paths.15

This keeps the computation of the likelihood tractable. The posterior is then
evaluated using Bayes’ rule conditional on the states and the probabilities

p(θ, P, S|Y ) =
p(Y |θ, P, S) p(S |P ) p(θ, P )∫

p(Y |θ, P, S) p(S |P ) p(P, θ) d(θ, P, S)
(25)

This paper uses Kim’s filter and the posterior is evaluated using a Metropolis-
Hastings (MH) algorithm. Kim and Nelson (1999) suggest an optimal history
of 2(k−1) time periods, where k is the number of states in the system. There-
fore, the history of St and St−1 is preserved and four states are carried through
on each iteration.

Farmer et al. (2009) point out that with regime switching the posterior
could be highly non-Gaussian and the mean values of this distribution may
actually lie in a region where the support is flat. Hence, it is of crucial inter-
est to find the posterior mode. This task, however, may be computationally
intensive, as the posterior is often multi-modal and the optimization may get
stuck at a local mode. Farmer et al. (2009) propose a specific block-wise opti-
mization algorithm to deal with the problem, while Sargent et al. (2009) use a
combination between a Gibbs sampling version of Chris Sims’ CSMINWEL
routine, followed by a combination of the BFGS Quasi-Newton algorithm and
the Fortran IMSL routine. Nevertheless, Liu and Mumtaz (2011) and Chen and
Macdonald (2012) report successful usage of CSMINWEL alone. For the cur-
rent estimation, Sims’ routine faced particular difficulties finding the global
mode and often got stuck at local maxima with a high likelihood value (the
procedure is a minimization algorithm, so high values are undesirable). For
the maximization of the likelihood the Covariance Matrix Adaptation Evolu-
tion Strategy (CMA-ES) has been employed and particularly its extension for

14As in Bianchi (2012) or Kim and Nelson (1999), ch. 9.
15See Kim and Nelson (1999), ch. 5.
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DSGE models by Martin Andreasen.16 The function is based on the Evolution
Strategy algorithms and its strengths lie in the fact that it does not calculate
gradients or approximate numerical derivatives and therefore it has an advan-
tage when the functions have discontinuities, ridges, or local optima.17

3. Taking the Model to Data

In total there are eleven endogenous and eight exogenous variables. The en-
dogenous vectorXt consists of [c, y, i, q, s, ψ, π, πH , πF , d,mc]

′ and the vector
of exogenous variables Zt constitutes of [a, ϑ, µH , µF , φ, y

∗, π∗, i∗]′. The solu-
tion to the state-space form (23) is the transitional equation used in the initial
step of Kim’s filter in conjunction with a measurement equation

Xt = Ω∗(st)Xt−1 + Γ∗(st)Zt (26)

Yt = HXt +Qt (27)

There are eight structural shocks that allow for up to eight variables to
be present in the likelihood function without the need to introduce measure-
ment errors. The vector of observables Yt consists of: Estonian output growth,
consumption, inflation and nominal interest rate, European output, inflation
and interest rate. The “Rest of the World” is modelled with EU27 data as
the majority of Estonia’s trading partners are European countries. Moreover,
the exchange rate was pegged first to the German Deutsche Mark and then to
the Euro. Output is the series of GDP divided by the active population and
consumption is also scaled per capita. Labour is employment among the indi-
viduals from 16 to 64 years of age. Inflation rate is quarterly HICP data. The
nominal interest rate for Estonia is TALIBOR and for Europe — EURIBOR
(three-month money market rate, converted to quarterly frequency).

The series are expressed as percentage deviations from trend, where the
detrending has been carried out by the HP filter with a lambda of 1600, a
standard in the literature. All data have been seasonally adjusted and logs
were taken where appropriate. Estimation uses quarterly data from the period
of 1996Q1 to 2011Q4, where the actual sample size starts from 1996Q2 (63
observations in total). This time span covers the existence of TALIBOR, which
has been introduced in 1996. Figure 2 displays the series used in the model.

16See Andreasen (2008).
17See Hansen (2006).
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Figure 2: De-trended and seasonally adjusted quarterly data
Note: Blue line (—) is Estonian data, dashed green line (- -) is European data. In %.
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In the DSGE literature, that the interest rate is often either taken “as is” or
as demeaned series without any detrending whatsoever. There are several rea-
sons why a detrending filter has been applied here. From an econometric per-
spective, while TALBIOR does not exhibit non-stationarity, EURIBOR cannot
reject a unit root without the inclusion of a trend. Theoretically, the model is
a log-linearization around a steady state. If there is a publicly adopted target,
such as the 2% of the European Central Bank and the series are fluctuating
around it, it is plausible to demean the data or subtract the target (adopt it as
a steady state). Here, it is a special case as the adoption of a currency board
is typically done to stabilize prices, inflation and the interest rates which often
produces a downward trend. Figure 2 depicts the interest rate with HP and
linear filter.
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Figure 3: Linear (cyan) and HP-filtered (red) trend of the interest rate series

Due to the controversial nature of detrending, or in this case — not-detrending,
several models are estimated. The main model uses an HP-filter to detrend the
series (a linear trend has also been explored), while in the robustness section
a model without detrending is presented. Throughout all specifications, the
main findings are robust.

3.1. Priors

Bayesian estimation is always sensitive to the choice of priors. There are
not many microeconomic studies estimating deep parameters such as discount
factor or elasticity of substitution for Estonia. Gelain and Kulikov (2009)
estimate a medium-sized DSGE model for the country and take most priors
from Smets and Wouters (2003). Here most values are either from Gelain and
Kulikov (2009) or are standard values from the literature. Table 1 summarizes
the parameter moments.
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Table 1: Prior distributions and basic moments (“PM” indicates Point-Mass)

Dist. Mean Std.Dev.
p11 Beta 0.9 0.1
p22 Beta 0.9 0.1
β PM 0.995 —
ϕ Gam 2 0.25
θH Beta 0.75 0.1
θF Beta 0.5 0.1
α PM 0.5 —
σ Gam 1 1
η Gam 2 0.25
δH Beta 0.5 0.15
δF Beta 0.5 0.15
χ Gam 0.01 0.01
ρa Beta 0.7 0.1
ρµF Beta 0.7 0.1

Dist. Mean Std.Dev.
ρµH Beta 0.7 0.1
ρν Beta 0.7 0.1
ρφ Beta 0.7 0.1
cy∗ Beta 0.85 0.1
cπ∗ Beta 0.85 0.1
ci∗ Beta 0.85 0.1
σµF IGam 1 ∞
σµH IGam 1 ∞
σa IGam 1 ∞
σν IGam 1 ∞
σφ IGam 1 ∞
σy∗ IGam 1 ∞
σπ∗ IGam 1 ∞
σi∗ IGam 1 ∞

The discount factor β is fixed at 0.995 implying an annual run interest
rate of about 4% and the coefficient of openness α is set at 0.5. The inverse
elasticity of substitution is set to unity. Frisch elasticity of labour supply ϕ, as
well as the elasticity between home and foreign goods η have means of 2 and
a standard deviation of 0.25 following Gelain and Kulikov (2009). The Calvo
parameter for prices θ is chosen to be 0.75, providing an average duration of
price contracts of a year. The share of forward and backward-looking firms, as
well as the debt elasticity χ are taken from Justiniano and Preston (2010). The
autoregressive coefficients for Europe are 0.85 each as in Smets and Wouters
(2003) and similarly the priors for the Estonian economy have been chosen
all to equal 0.7. All shocks are of size 1 with unbounded variance with the
exception of the risk-premium.

4. Estimation Results

First, the model is solved using the initial parameters and the likelihood is
approximated by Kalman’s (M1) or Kim’s filter (M2). The posterior density
is then minimized to find the posterior mode using the CMA-ES algorithm.
Cut-off criterion for the minimum is 10−16. Since the evolutionary algorithm
uses the Variance-Covariance matrix and evaluates a random number of pos-
sible paths at each point it is less dependent on initial values. In this case it
always converged to the same mode.
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Once a minimum is obtained, a MCMC procedure is initiated with the in-
verse Hessian estimated at the posterior mode. In total, 4 blocks of 375 000
draws are estimated, with the first 75 000 discarded and every 30-th draw af-
terwards saved for a volume of 10 000 observations per block. The constant is
tuned to attain an acceptance ratio of roughly 20%. In all cases the procedure
converged to the same mean. Table 2 shows the estimated coefficients for both
models.

4.1. M1: A standard DSGE model for Estonia

Most parameters for the no-switching scenario are a suitable representation
of a small economy involved heavily in trade. The elasticity of substitution be-
tween foreign and home goods η is 2.366 and the whole posterior density is
shifted to the right of the prior suggesting a good integration between Esto-
nian and European markets.18 The risk-aversion/inverse elasticity of substi-
tution parameter σ is about 2.4 which is a standard value in the absence of
capital.19 Indeed Gelain and Kulikov (2009) report a value of 1.33 and they do
accommodate for capital formation. There is no labour data used in the model,
therefore the inverse elasticity of substitution of labour ϕ is not identified. The
posterior is closely overlapping the prior with a mean of 2.

In contrast to the elasticities, one of the coefficients in the Phillips curve is
rather peculiar. While the duration of price contracts in Europe is estimated
around three quarters with θF = 0.631, the degree of price stickiness in Esto-
nia is extremely high: θH = 0.9. This is surprising, considering the economy
is regarded as highly competitive. Prices in Estonia are estimated to be more
flexible than in Europe, thus θH < θF is expected.20 Having a posterior away
from the prior does not always guarantee that the parameter is well identified
and this is the most likely cause here — θH might be weakly identified. The
model is estimated with the series for HICP — a composite of home and for-
eign prices (πH and πF ) and it is up to this data to provide identification for
both θH and θF . Estonia is a country with high exports and imports and for-
eign goods are a large portion of the consumer basket. To counter this problem
several strategies have been employed with mixed results. Using the GDP de-
flator series or estimating the model with the terms of trade (defined as pF/pH)
or the real exchange rate did not lead to any significant improvement. While
this coefficient introduces longer price contracts, it should not pose a problem
as long as inflation at a whole is well accounted for. In fact, the model matches
the volatility of inflation well (see Section 4.2).

18Figure 8 in the Appendix depicts the prior and posterior densities ofM1.
19See Justiniano and Preston (2010), p. 104.
20See Randveer and Dabušinskas (2006) and Schwab (2011) among others.
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The autoregressive coefficients are similar to those reported in Gelain and
Kulikov (2009) where the prior plays a more-important role and the persis-
tence of almost all shocks is about 0.6 to 0.7. The data seem informative about
the volatility of all exogenous variables with the exception of technology, as
shown in Figure 8 in the Appendix. Notably, the volatility of the Estonian
structural shocks is higher than the European ones, which is a standard feature
for small rapidly growing economies. The volatility of the risk-premium σφ
is estimated at 0.472 and the debt elasticity χ ∼ 0.028. The latter coincides
with the value of Gelain and Kulikov (2009), who report a risk premium sen-
sitivity of 0.029. The standard deviation of the risk-premium is 0.5, which is
also a plausible result. This is quarterly data, hence up to 2% of the volatility
of the interest rate may be attributed to the risk premium. The model scores a
marginal data density of –430.723, which has been estimated using the Modi-
fied Harmonic Mean (MHM) estimator.

Convergence is assessed using both formal tests and graphical methods,
following An and Schorfheide (2007). Section A.3 in the Appendix contains
the figures and tables of the first model. Figure 9 plots the recursive means
for all parameters, while figure 10 shows the trace plots. Most parameters
seem to converge within 5000 draws. Actually only two of the 24 parameters
do not seem to experience smooth convergence and they are both related to
the volatility of shocks, which is not detrimental to the main results of the
model — technology σa and preference σν . This can be observed by their trace
and recursive means plots and the autocorrelation estimates. Table 6 in the
Appendix shows the Lewis-Raferty diagnostics (1.612) and the autocorrelation
among the draws. The latter dies out by the 10-th lag for all but the technology
and preference shock again. Having presented the standard DSGE model, it is
time to explore the regime switching specification.
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Table 2: Estimated coefficients at the posterior mean. M1: Model with fixed
parameters,M2: MS Model. M denotes the marginal data density, 5% and
95% percentiles in brackets

Distribution Prior Mean M1 M2 : St = 1 M2 : St = 2

p11 Beta 0.900 — 0.936
[0.862, 0.984] —

p22 Beta 0.900 — 0.942
[0.852, 0.993] —

β PM 0.995 0.995 0.995 —
ϕ Gamma 2.000 1.985

[1.608, 2.404]
1.982

[1.598, 2.399] —
θH Beta 0.750 0.910

[0.880, 0.938]
0.912

[0.882, 0.939] —
θF Beta 0.500 0.631

[0.544, 0.717]
0.645

[0.556, 0.733] —
α PM 0.500 0.500 0.500 —
σ Gamma 1.000 2.339

[1.371, 3.694]
2.424

[1.434, 3.800] —
η Gamma 2.000 2.366

[2.011, 2.760]
2.411

[2.062, 2.781] —
δH Beta 0.500 0.215

[0.094, 0.371]
0.217

[0.096, 0.369] —
δF Beta 0.500 0.590

[0.386, 0.786]
0.594

[0.395, 0.788] —
χ Gamma 0.010 0.028

[0.014, 0.043]
0.017

[0.006, 0.029] —
ρa Beta 0.700 0.698

[0.520, 0.851]
0.703

[0.526, 0.854] —
ρµF Beta 0.700 0.700

[0.531, 0.847]
0.708

[0.537, 0.853] —
ρµH Beta 0.700 0.650

[0.480, 0.807]
0.670

[0.499, 0.821] —
ρν Beta 0.700 0.697

[0.531, 0.842]
0.695

[0.523, 0.841] —
ρφ Beta 0.700 0.640

[0.474, 0.789]
0.646

[0.487, 0.792] —
cy∗ Beta 0.850 0.884

[0.790, 0.968]
0.883

[0.786, 0.969] —
cπ∗ Beta 0.850 0.545

[0.379, 0.722]
0.548

[0.382, 0.722] —
ci∗ Beta 0.850 0.861

[0.783, 0.933]
0.857

[0.782, 0.925] —
σµF IGamma 1.000 1.225

[0.857, 1.673]
1.159

[0.799, 1.618] —
σµH IGamma 1.000 0.458

[0.326, 0.620]
0.425

[0.298, 0.586] —
σa IGamma 1.000 0.855

[0.209, 2.358]
1.060

[0.205, 3.474] —
σν IGamma 1.000 11.265

[7.040, 17.150]
11.438

[7.154, 17.458] —
σφ IGamma 0.800 0.472

[0.406, 0.548]
0.119

[0.090, 0.156]
0.665

[0.533, 0.831]

σy∗ IGamma 1.000 0.684
[0.592, 0.791]

0.685
[0.593, 0.795] —

σπ∗ IGamma 1.000 0.375
[0.321, 0.438]

0.376
[0.321, 0.440] —

σi∗ IGamma 1.000 0.100
[0.086, 0.116]

0.100
[0.086, 0.116] —

M: -430.723 -405.5175
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4.2. M2: Markov-switching case

In this model, the economy may jump between two different regimes. The
transition follows a Markov-Switching process with a probability matrix P .
The two regimes essentially allow for heteroskedasticity of the risk premium.21

Equations (12) and (18) (18) are replicated here:

it = i∗t − χdt − φt

φt = ρφφt−1 + εφt with εφt ∼ N(0, σ2
φ(st))

There are now 3 more parameters to be estimated: p11, p22 and σφ(st). In
contrast toM1, the likelihood value is obtained by Kim’s filter, which is an ap-
proximation over Kalman’s filter. Most of the parameters are extremely close
to the non-switching specification with largely overlapping distributions.22

Differences are usually in the second or third digit after the decimal with a
few exceptions such as the technology shock parameter.

The maximum likelihood procedure estimates two significantly different
coefficients for the risk-premium volatility: σφ(low) = 0.119 and σφ(high) =
0.665. Neither of them is overlapping with the value fromM1 of 0.472 [0.406,
0.548], which appears to be a “compromise” between the two. The high
volatility, σφ(high) = 0.665, translates into a standard deviation of almost
2.5% of the risk-premium component annually. Meanwhile, the uncertainty
around the low-volatility state is much less than 25 basis points which is a
good value for non-crisis periods. Central banks usually meet every quarter
and, if at all, adjust the central bank interest rate with 0.25%. Furthermore, if
the change is expected it does not contribute to the unexpected component at
all.

The probability of being in the high-volatility state is 0.942. This corre-
sponds to roughly 17 time periods or about 4 years on average. The actual
probability of which state the economy was in at each point in time is esti-
mated through Hamilton’s filter. Kim’s smoothing algorithm is then employed
recursively to take into account the complete history. The bottom graph of
figure 4 depicts smoothed and not smoothed probability of being in the second
regime. It clearly shows the time-variation in the volatility of the risk premium
on TALIBOR. Most likely (p ∼ 1) the high state prevailed from the second
quarter of 1997 to about the beginning of 2001 and then again for a year during
the financial crisis.

21See section 5.1 for a model where more parameters are allowed to switch simultaneously.
22Distribution figures and convergence diagnostics for this specification may be found in

section A.4 of the Appendix.
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Figure 4: Top: Annualized 3-month interbank interest rates, TALIBOR (—)
and EURIBOR (- -)
Bottom: Smoothed (u) and not-smoothed (- -) probability of σφ(st) = σφ(high).

The model captures the dynamics of the Estonian interbank interest rate
quite well. The two spreads between the TALIBOR and EURIBOR stand for
several important events — a banking crisis and the financial turmoil. The
spread between the second quarter of 1997 (when the probability peaks to
one) and 2001 was marked by the Asian and Russian crises and a following
banking crisis, which strained the currency board. The former affected in-
vestor confidence as the Estonian TALSE index lost over 60% of its value in
the third quarter of 1997. Speculations against the currency board emerged
and the banking system was put under pressure.23 The onset of the Russian
crisis dealt a huge blow to an already weakened economy. The sharp devalua-
tion of the rouble and exposure to the Russian markets had a profound effect
on economic activity and the banking sector. Five out of twelve banks, who
held more than 40% of all deposits, experienced heavy distress.24 These events
revealed many flaws in the banking sector. As sources of the quake are cited
lack of professional know-how, inadequate risk-management and risky port-
folios, overexposure to foreign markets, insufficient capital adequacy, weak

23Adahl (2002), p.108.
24Chen et al. (2006), p.6
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supervision and ill-practices.25

Between 1996 and 1998 the number of credit institutions went down from
15 to 6. The banks either consolidated, went insolvent or were acquired by
large foreign institutions. Between the end of 1997 and the beginning of 2002,
the central bank (Eesti Pank) took many actions to stabilize the sector. It intro-
duced a minimum capital requirement, a maximum to the lending to a single
borrower and put limits on the allowed foreign exchange exposure. Several
laws such as the credit institutions law and the law on the Estonian Finan-
cial Supervision Agency (EFSA) were amended.26 The latter came in effect
in 2001, while EFSA itself started operations in 2002, which coincides per-
fectly with the predictions of the model that the risk premium was reduced
significantly and almost vanished.

The financial crisis met a much stronger banking sector. The turmoil from
1997 saw the acquisition of many banks by larger foreign entities, primarily
from Sweden which helped strengthen of the sector. No credit institutions
went insolvent throughout the downturn. To face any potential runs, Eesti
Pank secured an agreement with the Swedish Riskbank for liquidity support
that was in place in March-December 2009.27 As the currency board was in
place, the Estonian central bank could not act as a lender of last resort and
therefore turned to the parent banks for cooperation in case of liquidity short-
age. This is in line with the model’s estimation that higher risk was present
in the period from 2008Q3 to 2009Q3. The spread between TALIBOR and
EURIBOR existed longer but the specification allows for internal sources of
the discrepancy — through the net foreign asset position channel.

4.3. Impulse Responses

The Markov-Switching specification has a considerable advantage over the
baseline DSGE case. During stable times, the domestic rates do not deviate far
from their counterparts and therefore any shocks to them should have little to
no effect. On the other hand, under stressful times, like the Estonian banking
crisis, the markets and the economy as a whole are much more sensitive to any
disturbance in the banking sector. Hence, shocks would be more pronounced
and their effects longer lasting. Figure 5 shows the impulse responses fol-
lowing a risk-premium shock under the standard model and the two regimes
of the main Markov-Switching specification. As two volatilities can be esti-
mated, the propagation effects of the size of the shocks can be then explored
separately.

25See Adahl (2002).
26For more details and a timeline of all of the events see Adahl (2002).
27See Purfield and Rosenberg (2008), p.27.
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Figure 5: Impulse Responses following a risk premium shock for State 1:
σφ(low) (- -), State 2: σφ(high) (-.-) and the no-switching versionM1 (—)

The short run implications of the states of this model are quite distinct
from each other and as suggested, the static DSGE specification produces a
mix of both — overestimating the effects of shocks to the interest rate during
“normal” periods and understating the impacts during crises. The reactions
of the macroeconomic variables to a shock of the size from the low state are
almost negligible (dashed blue line on the figure). When the currency board
is stable, domestic agents have high confidence in the system, stemming in
part from the macroeconomic conditions and from the reputation of the parent
monetary authority. Output and consumption fall only slightly with a fast
return to the steady state — in about two quarters. Inflation hardly reacts and
so do the terms of trade. The strongest effect is in the marginal costs, which
also stabilize in two to three quarters. M1 (in solid red) overestimates the
fluctuations of the variables. Output and inflation responses overshoot by far
the actual responses. The model also suggests worsening of the terms of trade
and real exchange rate depreciation after 6 quarters.

In contrast, the responses in the high state (dash-dot green) are naturally
much more pronounced than in the first regime. High risk-premium has long-
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lasting effects on the economy. Apart from consumption, almost no other
variable returns to its steady state level within the first three years. A notable
implication of the model is that stronger risk-premium shocks lead to cyclical
behaviour of many macroeconomic variables. Sharper increase of the interest
rate leads to a decrease in the price level only temporarily — for about three
quarters — and is then followed by an increase in inflation. Thus in a currency
board scenario, interest rate-related shocks during a crisis would not only lead
to decrease in output but would also put inflationary pressure on the economy.
The cyclical behaviour is also present in other variables such as the terms of
trade, the real exchange rate and output to a certain extent. What needs to
be taken into consideration here is that the actual duration of domestic price
contracts is most probably shorter than estimated. With no change in foreign
prices abroad and at home, the law of one price continues to hold and the only
effect on inflation comes from the share of domestic goods in the consumer
basket.

The long-run implications of the model may be explored through the means
of variance decomposition. Under a regime switching system, the volatility is
conditioned on the states.28 Consumption is mainly driven by preferences,
which is a standard result, especially in the absence of habit formation. About
70% of the variance in consumption in the long run is explained by the pref-
erence shocks. Interest rate shocks play almost no role in the variation in
consumption in the long run under conditioning of the low state, but amount
to almost 2% in the high state. Inflation is mainly driven by foreign price
shocks (75%) and then domestic prices (17%), which is not a surprising re-
sult for Estonia, considering its trade background. Output is mostly driven
by domestic price shocks and it seems that technology shocks do not play a
significant role. However, the high coefficient of the price stickiness θH plays
an important role here, as costs push shock would have a lasting effect and
the number has an upward bias. It is interesting to note that during normal
times, risk-premium shocks do not induce any volatility to output (0%), which
suggest that the stable currency board can be a good monetary stabilizer in the
long run.

Figure 6 shows the decomposition of the interest rate, for 12 periods ahead.
The volatility of the interest rate is influenced mostly by risk premium shocks
(63%) and foreign monetary policy shocks (30%), conditioning on the low
state, but is dominated by the risk premium in the high state. While in the
former regime the effects of the two shocks diminish with time, in the latter
state even after 40 periods risk premium shocks can explain up to 80% of the
volatility in the interest rates. This illustrates the sensitivity and persistence
of such shocks in the interest rate series. Hence, in the event of crisis it is

28The full tables for all variables can be found in the Appendix.
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important that the authorities step in to calm the markets and reduce the risk
premium.
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Figure 6: Variance decomposition of the interest rate for State 1: σφ(low) and
State 2: σφ(high)

The model is also able to match the volatility of the data. Table 3 displays
the standard error of the actual variables and the moments based on 5000 simu-
lations of the model from the posterior based on the sample length. Output has
a standard deviation of 4.5%, while the model would generate 3.5%. Consider-
ing the model cannot explain the financial crisis and the huge dip in GDP, this
looks like a good value. Consumption is matched well with an estimated error
of 4.2% compared to the actual 4.05%. Inflation volatility is well matched and
the interest rate is estimated to have more than twice the volatility in crises
times.

Table 3: Standard deviation of the actual data and implied by the model based
on 5000 random simulations

y c π i y∗ π∗ i∗

data 4.5103 4.0453 0.8323 0.4635 1.3184 0.3754 0.2169
M2 : State 1 3.4937 4.1860 0.8307 0.2480 1.2781 0.4434 0.1710
M2 : State 2 3.5142 4.2666 0.8291 0.6966 1.2705 0.4443 0.1708
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5. Robustness

This section evaluates three different Markov-Switching specifications to
test the robustness of the main results. The first check —M3 — allows for
regime shifts in the volatilities of all Estonian shocks to ensure that the switch-
ing coefficients inM2 do not pick up other peculiarities of the data. The next
model —M4 — deals with the other coefficient in the interest rate equation
— the debt elasticity χ. It is allowed to switch along with the volatility of
the exogenous component. Finally,M5 follows a common path in the litera-
ture and does not use any detrending on the interest rates. Table 4 provides a
summary.29

Table 4: Differences between the specifications

M1: No regime shifts.
M2: Switching in the volatility of the risk premium σ2

φ.
M3: Switching in the volatility in other structural shocks: σ2

a, σ2
ϑ, σ2

µH
,

σ2
µF

, σ2
φ.

M4: Switching in σ2
φ and χ.

M5: Switching in σ2
φ where the interest rate data is not detrended.

5.1. M3: Simultaneous switching in other shocks

In a general equilibrium model, the flexibility of a Markov-Switching frame-
work holds a caveat — peculiarities of one time series my propagate through
several variables and end up in the extra parameters. Time-variation is a stan-
dard feature in macroeconomic and financial data and it might be that the extra
parameter acts as a “pressure valve” to the model. If that is the case, allowing
more parameters to switch simultaneously would distort the estimates of the
risk-premium volatility. Hence, in this exercise, heteroskedasticity for all of
the Estonian shocks is allowed: σ2

a(st), σ2
ϑ(st), σ2

µH
(st), σ2

µF
(st), σ2

φ(st). The
priors of the parameters are left identical in both states. Table 5 displays the
coefficients for all models. Columns five to seven representM2 andM3.

Overall the estimates are extremely similar to the original specification and
few are worth noting. The stochastic volatility of the risk premium in the third
model is σ2

φ(l) = 0.121 and σ2
φ(h) = 0.673 at the mean which is almost iden-

tical to the reported values forM2 and the estimated distributions are mostly
29Two further robustness checks have been carried out — a linear detrending and a model

with a VAR representation. The results are similar across all specifications. The tables for the
two additional models, as well as convergence diagnostics, trace and distribution plots, and
recursive means plots for all robustness models are available upon request.
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overlapping. This shows that the main results are a feature of the interest-rate
time series alone. From the non-switching parameters, only the inverse of the
elasticity of substitution is higher ( 1

σ
= 1

2.1
compared to 1

2.4
inM2) at the mean

and the distribution is slightly shifted to the left. This is complemented by a
smaller volatility of the preference shock (in both states) as higher willingness
to substitute goods across time means less impact of shocks on consumption.
The marginal density of this model is M3 = −409.2437 which is worse than
the reported value M2 = −405.5175 in the original specification.

5.2. M4: Switching in both the volatility and debt elasticity

The interest rate equation (12) pins down the spread between the two rates
as a composite component. Allowing for time variation in the exogenous part
then explains part of the spread during crisis as a result of external factors.
Europe is currently experiencing severe difficulties with public debt levels and
worsening debt positions are being watched closely. Estonia’s public debt
has been kept small (about 6% to 7% of GDP), however, before and during
the financial crisis, Estonia’s net external debt fell to almost −40% of GDP
before returning to zero levels in 2012. It might be that the sensitivity towards
indebtedness has simply increased, which would distort the results. In the
following, a model with both switching the debt elasticity parameter χ and in
the volatility of risk-premium is estimated.

it = i∗t − χ(st)dt − φt
φt = ρφφt−1 + εφt with εφt ∼ N(0, σ2

φ(st))

The third and fourth-to-last columns of table 4 present the parameters at
the mean with 95% probability intervals forM4. Again, most non-switching
parameters are equal between this and the original MS-model up to a sec-
ond or third digit after the decimal. The risk premium volatility in the low
state σφ(low) = 0.119 is identical for both, while the high state parameter
has closely overlapping distributions with σφ(high) = 0.665 and σφ(high) =
0.680 for M2 and M4 respectively. This suggest that the estimates are ro-
bust to this specification. The other important parameter in the model χ takes
the values χ(low) = 0.014 and χ(high) = 0.024 at the mean. The proba-
bility intervals, however, reveal that the distribution of χ(high) includes all
the possible values for χ(low) in 95% of the cases. The intervals are [0.006,
0.025] for the low state and [0.005, 0.051] for the high state. A mean value
of χ(high) = 0.024 implies that in almost 50% of the cases in the high state,
the value of χ(high) could be obtained as if χ = χ(low). There is no con-
clusive evidence regarding the existence of two significantly different values.
The marginal density ofM4 is M4 = −405.0004 which is close to the original
M2 = −405.5175, yet slightly better.
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5.3. M5: No detrending of the interest rate

In this specification the interest rate series are taken “as is” and the last
two columns of table 4 contain the estimated coefficients. Due to lack of
detrending, the spread between the series is larger. This is reflected in the
estimated coefficients — σ(”low”) = 0.05 and σ(”high”) = 1.2 — an even
stronger result. Figure 7 plots the probabilities of the two states and does
not differ significantly from the main model. There is the zero probability
assigned to the period before the first crisis, whereas in the main MS-model,
there was positive but inconclusive probability attached to that period. In a
way, this highlights the benefits of a structural general equilibrium model,
where the interaction between the variables is sophisticated: the spread of the
interest rates between 1996 and 1997Q2 is as big as the periods of mounting
pressure before the financial crisis — 2007Q2 to 2008Q2, yet the model is able
to identify that the former is not caused by a higher risk premium. Also, the
main findings are robust — the 1997–1999 bank crisis and the global financial
turmoil up to the third quarter of 2009 have been characterized with higher
risk-premium.

1998 2000 2002 2004 2006 2008 2010

5

10

15

1998 2000 2002 2004 2006 2008 2010
0

0.2

0.4

0.6

0.8

1

Figure 7: Top: Interbank interest rates in %, Estonia’s TALIBOR (—) and
EURIBOR (- -)
Note: Bottom: Smoothed (u) and not-smoothed (- -) probability of a high state.

With regards to the rest of the parameters, the only major difference is in
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the coefficient of risk aversion, which is much higher. This is in line with the
higher standard deviation, as more risk into the system, especially associated
with the means of inter-temporal substitution, would increase the risk aversion
of the agents. In terms of marginal density, the model is not preferred over
the other models with detrended interest rate. It ranks as second worst with
−415.88.

6. Conclusions

In the baseline DSGE model of an economy with a currency board, foreign
and domestic interest rates are typically modelled as an identity. In reality,
the rates converge, yet in times of crises a persistent positive spread usually
opens. When risk-premium shock are studied, the responses of the variables
would not be representing reality properly. If the currency board is stable,
innovations to the interest rates would not be expected to have a profound
effect on the economy. In stressful times, however, the system is much more
sensitive to disturbances in the economy.

This paper tackles these issues by developing a model where the interest
rate is a function of several endogenous and exogenous variables utilizing a
Markov-Switching framework to capture the periods of persistent spread and
increased sensitivity of the variables. The domestic interest rate is derived as
a function of the foreign rate and a risk premium. The latter is composed of
two parts — an exogenous component and an endogenous function that cap-
tures the indebtedness of the country. The volatility of the exogenous part
is then allowed to switch among two regimes to capture any change in the
premium. The model is applied to Estonia, which is very suitable for the exer-
cise, having experienced a banking crisis, a financial crisis and booming peri-
ods in-between. The stressful periods are well identified as the time-variation
in the volatility of the risk-premium is captured from the data. The impulse
responses show that the static DSGE model would underperform the switch-
ing version as it tends to average the volatility of the series. Stronger shocks
produce a cyclical behaviour in many series, most notably inflation, where a
sudden sharp increase in the interest rates lead only temporary to deflation and
then to inflation. In the long run, the stable currency board minimizes the ef-
fects of risk-premium shocks — in Estonia, during the booming periods these
shocks did not contribute to the volatility of output at all.
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A Appendix

A1. Log-linearized system of equations

Endogenous Equations:

Euler equation:

ct = Et{ct+1}+
1

σ
(Et{πt+1} − it) +

1

σ
(1− ρϑ)ϑt (A.1)

Domestic Price Inflation:

(1 + βδH)πH,t = βEt{πH,t+1}+ δHπH,t−1 + λHmct + µH,t (A.2)

Import Price Inflation:

(1 + βδF )πF,t = βEt{πF,t+1}+ δFπF,t−1 + λFψt + µF,t (A.3)

Market Clearing:

yt − (1− α)ct − αη(st + qt) = αy∗t (A.4)

Law of One Price:
ψt = qt − (1− α)st (A.5)

Terms of Trade:
4st = πF,t − πH,t (A.6)

Nominal Exchange Rate:
4et = 0 (A.7)

Interest Rate Parity:
π∗t − πt = 4qt (A.8)

Marginal Cost:

mct = σct + ϕyt + αst − (1 + ϕ)at (A.9)

CPI:
π = (1− α)πH,t + απF,t (A.10)
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Foreign Asset Budget Constraint:

ct + dt + α(qt + αst)−
1

β
dt−1 = yt (A.11)

Interest Rate Reaction Function:

it = i∗t − χdt − φt (A.12)

Exogenous processes:

Domestic Shocks:

at = ρaat−1 + εat with εat ∼ N(0, σ2
a) (A.13)

ϑt = ρϑϑt−1 + εϑt with εϑt ∼ N(0, σ2
ϑ) (A.14)

µH,t = ρµµH,t−1 + εµHt with εµHt ∼ N(0, σ2
µH

) (A.15)

µF,t = ρµµF,t−1 + εµFt with εµFt ∼ N(0, σ2
µF

) (A.16)

φt = ρφφt−1 + εφt with εφt ∼ N(0, σ2
φ) (A.17)

World Variables:

y∗t = cy∗y
∗
t−1 + εy

∗

t with εy
∗

t ∼ N(0, σ2
y∗) (A.18)

π∗t = cπ∗π
∗
t−1 + επ

∗

t with επ
∗

t ∼ N(0, σ2
π∗) (A.19)

i∗t = ci∗i
∗
t−1 + εi

∗

t with εi
∗

t ∼ N(0, σ2
i∗) (A.20)

A2. Solving a MSRE Model

This section will sketch the solution method employed in the paper. For
details and proofs, see Cho (2011). The model is cast in the following state-
space form:

Xt = Et{A(st, st+1)Xt+1}+B(st)Xt−1 + C(st)Zt (A.21)

with Zt following an AR(1) process.30 From the perspective of time period t
by forward iteration the model in period t+ k may be represented by:

Xt = Et{Mk(st, st+1, ..., st+k)Xt+k}+ Ωk(st)Xt−1 + Γk(st)Zt (A.22)

where Ω1(st) = B(st), Γ1(st) = C(st) and for k = 2, 3...

Ωk(st) = Ξk−1(st)
−1B(st)

Γk(st) = Ξk−1(st)
−1C(st) + Et{Fk−1(st, st+1)Γk−1(st+1)}R

Ξk−1(st) = (In − Et{A(st, st+1)Ωk−1(st+1)})
Fk−1(st, st+1) = Ξk−1(st)

−1A(st, st+1)

30Note that A(st, st+1) = B1(st)
−1A1(st, st+1) in (23). B and C are similarly defined.
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It may be shown that given initial values, under some regularity conditions
such as invertibility of Ξ ∀k the sequence Et{Mk(st, st+1, ...st+k)Xt+k} is
well defined, unique and real-valued. Taking lim

k→∞
, the model in (A.22) is

said to be Forward Convergent if the parameter matrices are convergent, i.e:
lim
k→∞

Ωk(st) = Ω∗(st); lim
k→∞

Γk(st) = Γ∗(st) and lim
k→∞

Fk(st, st+1) = F ∗(st, st+1).
If

lim
k→∞

Et{Mk(st, st+1, ..., st+k)Xt+k} = 0n×1 (A.23)

then the solution is:

Xt = Ω∗(st)Xt−1 + Γ∗(st)Zt (A.24)

Equation (A.23) is called the no-bubble condition and is a solution property of
the model. As k tends to infinity, this condition should hold and all solutions
where it does not should be ruled out as they are not economically relevant.
Thus, if the model is forward convergent and (A.23) is satisfied, then (A.24) is
the only relevant MSV solution to the model cast in the form of (23).

The existence of (A.24) alone is necessary but not sufficient condition for
determinacy, due to the volatility induced by the regime-switching feature.
The MSV solution is only the fundamental part of the solution, but there may
exist a non-fundamental part that is arbitrary and there may be a multiplicity
of equilibria. Assuming the non-fundamental component takes the form

Wt = Et{F (st, st+1)Wt+1} (A.25)

then the concept for determinacy and indeterminacy deals with interaction of
the matrices when switching between states. Defining

ΨΩ∗×Ω∗ = [pijΩ
∗
j ⊗ Ω∗j ] and ΨF ∗×F ∗ = [pijF

∗
j ⊗ F ∗j ]

then, mean-square stability is characterized by

rσ(ΨΩ∗×Ω∗) < 1 rσ(ΨF ∗×F ∗) ≤ 1 (A.26)

The intuition behind these conditions is straightforward. The first concerns the
transition between the matrices Ω∗(st) of the fundamental part of the solution
(A.24). As long as the highest of the eigenvalues is smaller than one, the
system would be stable under regime-switching. The F matrix governs non-
fundamental switching part and as long the highest eigenvalue lies on or within
the unit-circle, the forward solution is the determinate equilibrium.
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A3. M1: Convergence diagnostics: figures and tables

Table 6: Left: Autocorrelation among the draws, based on a sample of 10000.
Right: Raferty-Lewis convergence diagnostics with q=0.025, r=0.1, s=0.95.
I-stat should be less than 5.

Lag 1. Lag 5 Lag 10 Lag 50
ϕ 0.615 0.104 0.008 0.009
θH 0.658 0.170 0.054 0.005
θF 0.630 0.095 0.035 0.010
σ 0.737 0.265 0.046 0.038
η 0.636 0.141 0.015 –0.002
δH 0.655 0.160 0.056 –0.008
δF 0.626 0.105 0.026 0.030
χ 0.617 0.084 –0.025 0.025
ρa 0.617 0.089 0.011 –0.011
ρµF 0.627 0.133 0.023 –0.005
ρµH 0.633 0.108 –0.003 –0.021
ρν 0.632 0.131 0.034 0.010
ρφ 0.615 0.088 0.013 –0.012
cy∗ 0.631 0.126 0.013 0.002
cπ∗ 0.643 0.106 –0.008 –0.016
ci∗ 0.636 0.114 0.007 –0.005
σµF 0.661 0.143 0.044 0.014
σµH 0.683 0.186 0.049 0.010
σa 0.924 0.740 0.604 0.126
σν 0.737 0.274 0.058 0.048
σφ 0.643 0.130 0.016 –0.019
σy∗ 0.626 0.114 0.028 0.005
σπ∗ 0.653 0.126 0.007 –0.003
σi∗ 0.644 0.088 0.015 –0.020

Thin Burn Total(N) (Nmin) I-stat
ϕ 1.000 5.000 1510.000 937.000 1.612
θH 1.000 5.000 1510.000 937.000 1.612
θF 1.000 5.000 1510.000 937.000 1.612
σ 1.000 5.000 1510.000 937.000 1.612
η 1.000 5.000 1510.000 937.000 1.612
δH 1.000 5.000 1510.000 937.000 1.612
δF 1.000 5.000 1510.000 937.000 1.612
χ 1.000 5.000 1510.000 937.000 1.612
ρa 1.000 5.000 1510.000 937.000 1.612
ρµF 1.000 5.000 1510.000 937.000 1.612
ρµH 1.000 5.000 1510.000 937.000 1.612
ρν 1.000 5.000 1510.000 937.000 1.612
ρφ 1.000 5.000 1510.000 937.000 1.612
cy∗ 1.000 5.000 1510.000 937.000 1.612
cπ∗ 1.000 5.000 1510.000 937.000 1.612
ci∗ 1.000 5.000 1510.000 937.000 1.612
σµF 1.000 5.000 1510.000 937.000 1.612
σµH 1.000 5.000 1510.000 937.000 1.612
σa 1.000 5.000 1510.000 937.000 1.612
σν 1.000 5.000 1510.000 937.000 1.612
σφ 1.000 5.000 1510.000 937.000 1.612
σy∗ 1.000 5.000 1510.000 937.000 1.612
σπ∗ 1.000 5.000 1510.000 937.000 1.612
σi∗ 1.000 5.000 1510.000 937.000 1.612
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Figure 8: Prior (dashed) and posterior (solid) distributions ofM1 (no Markov-
Switching)
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Figure 10: Trace plots ofM1 (no Markov-Switching)
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A4. M2: Convergence diagnostics: figures and tables

Table 7: Left: Autocorrelation among the draws, based on a sample of 10000.
Right: Raferty-Lewis convergence diagnostics with q=0.025, r=0.1, s=0.95.
I-stat should be less than 5.

Lag 1. Lag 5 Lag 10 Lag 50
p11 0.616 0.131 0.014 0.001
p22 0.548 0.072 –0.002 –0.008
ϕ 0.593 0.071 –0.018 0.001
θH 0.640 0.139 0.024 0.011
θF 0.612 0.135 0.063 –0.002
σ 0.650 0.175 0.064 0.031
η 0.583 0.067 –0.004 –0.021
δH 0.602 0.111 0.033 –0.006
δF 0.597 0.120 0.022 0.016
χ 0.632 0.144 0.024 –0.008
ρa 0.568 0.036 –0.016 0.018
ρµF 0.582 0.085 –0.011 –0.018
ρµH 0.580 0.086 –0.006 0.005
ρν 0.607 0.116 0.026 0.027
ρφ 0.556 0.047 –0.004 –0.013
cy∗ 0.581 0.075 –0.002 0.030
cπ∗ 0.577 0.074 0.031 –0.018
ci∗ 0.600 0.086 0.034 0.009
σµF 0.667 0.187 0.055 –0.012
σµH 0.668 0.195 0.086 0.051
σa 0.976 0.920 0.874 0.584
σν 0.675 0.214 0.087 0.036
σφ 0.636 0.152 0.042 –0.013
σy∗ 0.602 0.098 0.020 –0.019
σπ∗ 0.619 0.100 0.035 –0.004
σi∗ 0.613 0.089 –0.013 –0.010
σφ 0.508 0.058 –0.004 0.002

Thin Burn Total(N) (Nmin) I-stat
p11 2.000 14.000 3642.000 937.000 3.887
p22 2.000 14.000 3642.000 937.000 3.887
ϕ 2.000 14.000 3642.000 937.000 3.887
θH 2.000 14.000 3642.000 937.000 3.887
θF 2.000 14.000 3642.000 937.000 3.887
σ 2.000 14.000 3642.000 937.000 3.887
η 2.000 14.000 3642.000 937.000 3.887
δH 2.000 14.000 3642.000 937.000 3.887
δF 2.000 14.000 3642.000 937.000 3.887
χ 2.000 14.000 3642.000 937.000 3.887
ρa 2.000 14.000 3642.000 937.000 3.887
ρµF 2.000 14.000 3642.000 937.000 3.887
ρµH 2.000 14.000 3642.000 937.000 3.887
ρν 2.000 14.000 3642.000 937.000 3.887
ρφ 2.000 14.000 3642.000 937.000 3.887
cy∗ 2.000 14.000 3642.000 937.000 3.887
cπ∗ 2.000 14.000 3642.000 937.000 3.887
ci∗ 2.000 14.000 3642.000 937.000 3.887
σµF 2.000 14.000 3642.000 937.000 3.887
σµH 2.000 14.000 3642.000 937.000 3.887
σa 2.000 14.000 3642.000 937.000 3.887
σν 2.000 14.000 3642.000 937.000 3.887
σφ 2.000 14.000 3642.000 937.000 3.887
σy∗ 2.000 14.000 3642.000 937.000 3.887
σπ∗ 2.000 14.000 3642.000 937.000 3.887
σi∗ 2.000 14.000 3642.000 937.000 3.887
σφ 2.000 14.000 3642.000 937.000 3.887
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Figure 11: Prior (dashed) and posterior (solid) distributions ofM2
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Figure 13: Trace plots ofM2.
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A5. Variance decomposition tables

Table 8: Forecast error variance decomposition of consumption for selected
periods. State 1: σφ(low), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.06 0.72 0.13 0.40 5.70 0.03 92.87 0.09
4 0.11 1.00 0.16 0.25 14.96 0.09 83.36 0.07
8 0.15 1.12 0.15 0.34 23.40 0.14 74.64 0.06
12 0.16 1.14 0.14 0.69 26.59 0.16 71.06 0.06
20 0.17 1.13 0.14 1.04 28.21 0.17 69.08 0.06
40 0.18 1.13 0.15 1.13 28.55 0.17 68.64 0.06
∞ 0.18 1.13 0.15 1.13 28.55 0.17 68.63 0.06

Table 9: Forecast error variance decomposition of consumption for selected
periods. State 2: σφ(high), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.06 0.71 0.13 0.39 5.56 0.03 90.54 2.59
4 0.10 0.98 0.15 0.25 14.65 0.08 81.61 2.16
8 0.14 1.10 0.14 0.34 22.96 0.13 73.24 1.94
12 0.16 1.12 0.14 0.68 26.11 0.15 69.79 1.85
20 0.17 1.11 0.14 1.02 27.72 0.16 67.88 1.79
40 0.18 1.11 0.14 1.11 28.06 0.17 67.46 1.77
∞ 0.18 1.11 0.15 1.11 28.06 0.17 67.46 1.77

Table 10: Forecast error variance decomposition of inflation for selected peri-
ods. State 1: σφ(low), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.03 5.31 0.00 73.85 19.33 0.09 1.38 0.00
4 0.03 7.85 0.00 74.69 16.24 0.08 1.10 0.00
8 0.03 7.10 0.00 75.69 15.85 0.08 1.26 0.00
12 0.03 6.83 0.00 75.38 16.35 0.08 1.32 0.00
20 0.03 6.80 0.00 75.28 16.47 0.08 1.32 0.00
40 0.03 6.80 0.00 75.27 16.47 0.08 1.34 0.00
∞ 0.03 6.80 0.00 75.26 16.47 0.08 1.34 0.00
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Table 11: Forecast error variance decomposition of inflation for selected peri-
ods. State 2: σφ(high), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.03 5.30 0.00 73.83 19.32 0.09 1.38 0.03
4 0.03 7.85 0.00 74.68 16.23 0.08 1.10 0.03
8 0.03 7.10 0.00 75.66 15.84 0.08 1.26 0.03
12 0.03 6.83 0.00 75.35 16.35 0.08 1.32 0.03
20 0.03 6.80 0.00 75.26 16.46 0.08 1.32 0.03
40 0.03 6.80 0.00 75.24 16.47 0.08 1.34 0.03
∞ 0.03 6.80 0.00 75.24 16.47 0.08 1.34 0.03

Table 12: Forecast error variance decomposition of output for selected periods.
State 1: σφ(low), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 1.07 5.88 0.02 6.51 43.62 0.22 42.64 0.04
4 0.41 4.07 0.01 8.34 76.00 0.40 10.75 0.01
8 0.28 3.39 0.01 6.17 82.23 0.46 7.45 0.01
12 0.27 3.26 0.01 6.37 82.53 0.47 7.09 0.01
20 0.29 3.22 0.01 6.96 81.67 0.46 7.37 0.01
40 0.30 3.20 0.01 7.07 81.27 0.46 7.68 0.01
∞ 0.30 3.20 0.01 7.07 81.26 0.46 7.69 0.01

Table 13: Forecast error variance decomposition of output for selected periods.
State 2: σφ(high), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 1.06 5.81 0.02 6.43 43.09 0.22 42.13 1.24
4 0.41 4.06 0.01 8.32 75.77 0.40 10.72 0.31
8 0.28 3.38 0.01 6.16 82.06 0.46 7.44 0.21
12 0.27 3.25 0.01 6.36 82.37 0.47 7.07 0.20
20 0.29 3.22 0.01 6.95 81.51 0.46 7.36 0.21
40 0.30 3.19 0.01 7.06 81.11 0.46 7.67 0.21
∞ 0.30 3.19 0.01 7.06 81.10 0.46 7.68 0.21
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Table 14: Forecast error variance decomposition of the interest rate for se-
lected periods.
State 1: σφ(low), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.24 0.01 30.44 0.23 0.16 0.00 5.73 63.19
4 0.58 0.23 23.93 7.70 6.70 0.03 28.36 32.47
8 0.62 0.55 12.15 16.06 19.16 0.10 37.36 14.00
12 0.59 0.69 8.07 16.96 26.38 0.14 38.09 9.08
20 0.58 0.76 5.97 16.07 31.98 0.18 37.76 6.70
40 0.58 0.78 5.51 15.60 33.66 0.19 37.53 6.16
∞ 0.58 0.78 5.50 15.58 33.69 0.19 37.53 6.15

Table 15: Forecast error variance decomposition of the interest rate for se-
lected periods.
State 2: σφ(high), in per cent.

εy∗ επ∗ εi∗ εµF εµH εa εν εφ
1 0.01 0.00 1.52 0.01 0.01 0.00 0.29 98.16
4 0.05 0.02 2.22 0.71 0.62 0.00 2.63 93.74
8 0.12 0.11 2.33 3.08 3.67 0.02 7.16 83.52
12 0.16 0.18 2.16 4.54 7.06 0.04 10.20 75.66
20 0.19 0.25 1.98 5.32 10.59 0.06 12.51 69.09
40 0.20 0.27 1.93 5.46 11.78 0.07 13.14 67.15
∞ 0.20 0.27 1.93 5.46 11.81 0.07 13.15 67.11
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