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This paper presents an estimated open economy dynamic stochastic
general equilibrium model for Estonia. The model is designed to high-
light the main driving forces behind the Estonian business cycle and to
understand how euro area economic shocks and its monetary policy af-
fect the small open economy of Estonia. The model described in this
paper is a two-area DSGE model incorporating New Keynesian features
such as nominal price and wage rigidity, variable capital utilization, in-
vestment adjustment costs, as well as other typical features — both for
the domestic and euro area part of the model. It is rich in structural
shocks such as technology, consumption preference, mark-up, etc. The
model is estimated by Bayesian techniques using a quarterly data sam-
ple that covers main macroeconomic aggregates of Estonia and the euro
area. The ultimate goal of the new model is for it to be used in simulation
exercises, policy advice and forecasting at the Bank of Estonia.
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Non-technical summary

This paper outlines the theoretical foundations and presents main empirical
results of the first version of an open economy dynamic stochastic general
equilibrium (DSGE) model for Estonia developed by the Bank of Estonia.
One of the main goals of building a DSGE model for Estonia is to use it to
understand the monetary policy and export-import linkages between a small
open economy of Estonia and the much bigger euro area economy. The list
of other potential uses of the new model includes simulation exercises, policy
advice and forecasting of the main macroeconomic aggregates.

The Bank of Estonia’s DSGE model described in this paper is a New
Keynesian DSGE model which incorporates many important features that are
found to be essential for reproducing the complex dynamics and persistence
of the real-world macroeconomic time series. It incorporates the key ingre-
dients that are needed to effectively describe the functioning of the Estonian
economy:

• The currency board regime, free capital mobility and resulting lack of
an independent monetary policy conducted by the national central bank.
The monetary policy of Estonia is effectively imported from the Eu-
ropean Central Bank and therefore depends on the euro area business
cycle. The spread between domestic and euro area interest rates is the
key to understand the macroeconomic developments in Estonia over the
last decade;

• The Estonian economy is a textbook example of a small open economy
in terms of its openness to foreign trade as well. The impact of the euro
area business cycle on the domestic economy of Estonia via mutual trade
linkages is very pronounced;

• Real and nominal convergence still features prominently in the main
macroeconomic aggregates of Estonia. However, the first version of
the Bank of Estonia’s DSGE model presented in this paper is specified
for the business cycle frequency only, where the long-run dynamics of
the main observables is filtered out. Future revisions of the model will
address this issue with due care.

A unique feature of the Bank of Estonia’s DSGE model is the inclusion of a
fully specified, partly estimated DSGE model for the euro area. The economy
of Estonia is considered to be a small open economy on the fringes of the euro
area — its main trading partner and de facto implement of Estonia’s mone-
tary policy due to the currency board arrangement and free capital mobility
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between the two economies. The euro area part of the model is a fully articu-
lated New Keynesian DSGE model of Smets and Wouters (2003), subject to its
own set of seven structural shocks, that is designed to reproduce the monetary
policy conducted by the European Central Bank, and to act as a foreign market
for Estonian exports and imports. The two-area setup of the Bank of Estonia’s
DSGE model allows for meaningful simulations of the impact that the euro
area monetary policy has on the small open economy of Estonia. The antici-
pated integration of Estonia into the common currency area makes a thorough
understanding of these effects particularly important.

The empirical part of this paper deals with Bayesian estimation of the new
model. Out of 59 structural parameters in the Bank of Estonia’s DSGE model,
52 are estimated using a quarterly data sample consisting of 16 macroeco-
nomic series for Estonia and the euro area. The statistical estimates of the
main parameters are mostly in line with previous studies for Estonia, when-
ever a direct comparison can be made. It is also worth mentioning that the
net foreign asset position of Estonia is found to be an economically significant
determinant of the interest rate spread, but the empirical results suggest that
other explanatory factors may also be warranted.

The empirical relevance of structural shocks is assessed using variance de-
composition of the main endogenous variables in the model. A consumption
preference shock and two technology shocks are found to be the most im-
portant contributors to the variability of the main domestic macroeconomic
aggregates. Euro area shocks also play a very prominent role in driving the dy-
namics of Estonian macroeconomic series. Among the most significant shocks
impacting on the Estonian economy are the euro area price and wage mark-up
shocks.

As mentioned previously, the first version of the Bank of Estonia’s DSGE
model in this paper is focused on the business cycle frequency of the main Es-
tonian macroeconomic aggregates, leaving their long-run trends aside. Future
developments of the model are likely to incorporate the long-run dynamics
as well, considering that Estonia is still experiencing the effects of real and
nominal convergence as it catches up with the developed euro area economies.
Other potential future extensions of the model include incorporation of the fi-
nancial sector with the associated frictions, integration of the housing sector
together with collateral-constrained households, and expansion of the govern-
ment sector.
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1. Introduction

This paper works out the theoretical foundations and reports main empiri-
cal findings for the first version of an open economy dynamic stochastic gen-
eral equilibrium model for Estonia developed by the Bank of Estonia. One
of the main goals of building a DSGE model of the Estonian economy is to
use it to understand the monetary policy and export-import linkages between a
small open economy of Estonia and the much larger euro area economy. The
list of other potential tasks for the Bank of Estonia’s dynamic stochastic gen-
eral equilibrium model, henceforth abbreviated as EP DSGE, includes sim-
ulation exercises, policy advice and forecasting of the main macroeconomic
aggregates.

For now, all these tasks are carried out by EMMA model (see Kattai, 2005).
The EMMA model is a traditional medium-scale backward-looking macroe-
conomic model estimated on an equation-by-equation basis. It incorporates a
number of theory-based restrictions, but unlike a typical DSGE model it is not
derived from the ground up using the utility and profit maximization frame-
work of modern macroeconomics.

Recently, a new breed of micro-founded DSGE models that incorporate a
large number of structural shocks, nominal and real rigidities, and other fea-
tures necessary to describe the persistence of real-world macroeconomic time
series has received a lot of attention by the leading monetary policy institutions
around the world; refer to Tovar (2008) for a recent survey of DSGE modeling
at central banks. These models became possible thanks to advances in macroe-
conomic theory, offering an advantage over the traditional backward-looking
models in terms of clear interpretations of the main relationships among the
forward-looking economic agents that are subject to the uncertainty stemming
from a large number of well-motivated structural disturbances. In addition, the
newly found popularity of DSGE models in many central banks comes from
recent developments in powerful computational methods that permit Bayesian
statistical inference for a large number of structural parameters from real-
world macroeconomic data.

Likewise, the first version of the EP DSGE model presented in this paper is
a step toward eventually phasing out the EMMA model at the Bank of Estonia
as the main tool for simulation of different macroeconomic scenarios and pol-
icy advice. However, a substantial amount of work remains to be done before
the new model is sufficiently refined and ready to be used by policy makers.

A DSGE approach to modeling the Estonian economy has been previ-
ously attempted in Colantoni (2007) and Lendvai and Roeger (2008). Colan-
toni (2007) estimates a two-area DSGE model using Estonian macroeconomic
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data with the goal of studying the interest rate channel of monetary policy
transmission between Estonia and the euro area. While the EP DSGE model
has similar objectives, its structure has been refined to better reflect the ex-
isting monetary policy regime and to add the foreign trade channel to the in-
teraction between Estonia and euro area. Another difference between Colan-
toni (2007) and this paper is a more careful empirical implementation of the
model. The second paper by Lendvai and Roeger (2008) calibrates an open
economy DSGE model with several types of households, the housing sector
and separate tradable and non-tradable production sectors in order to assess the
relative importance of productivity growth and credit expansion in driving the
long-run trends of the main Estonian macroeconomic aggregates over the last
decade. In contrast to Lendvai and Roeger (2008), where a specific simulation
exercise is carried out to understand the long-run trends, the EP DSGE model
is focused on the effects of the euro area’s monetary policy and export-import
linkages on the economy of Estonia at the business cycle frequency.

The EP DSGE model described in this paper is a New Keynesian DSGE
model which incorporates many important features that are found to be es-
sential for describing the complex dynamics and persistence of real-world
macroeconomic time series. The key references for the model are papers by
Smets and Wouters (2003), Christiano, Eichenbaum and Evans (2005) and
Adolfson et al. (2007a). Specifically, the EP DSGE model incorporates exter-
nal consumption habits, investment adjustment costs, price and wage rigidities
and indexation to past inflation, and variable capital utilization.

In addition to these frictions, the model contains nine structural shocks
that determine dynamics of the Estonian economy. Among the fundamen-
tal shocks are the production and investment-specific technology innovations,
a consumption preference shock, and a fiscal policy shock. The domestic
“cost-push” shocks include a stochastic price mark-up in the production sec-
tor and a wage mark-up in the labour demand function. Interactions between
the economies of Estonia and euro area in the model are driven by stochastic
mark-up shocks in the export and import sectors, as well as an idiosyncratic
risk premium shock in the equation linking domestic and euro area interest
rates.

The open economy aspect of the EP DSGE model is based on the paper
by Adolfson et al. (2007a). In particular, exporting and importing firms in the
model operate by selling differentiated consumption good to foreign and do-
mestic markets subject to the local currency price stickiness and indexation to
past inflation. In contrast to Adolfson et al. (2007a), where both consumption
and investment goods are traded, the economies of Estonia and euro area in the
EP DSGE model trade in the final consumption good only. This simplification
is introduced due to the unavailability of suitably disaggregated import and
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export price indices in the Estonian foreign trade statistics. Other differences
from Adolfson et al. (2007a) include the omission of the unit root technol-
ogy shock in favor of a stationary one, missing working capital channel of the
monetary policy, a much less articulated modeling of the government sector,
as well as the inclusion of a fully specified, partly estimated DSGE model for
the euro area.

The latter feature of the EP DSGE model is particularly important con-
sidering the design goals and prospective use of the model at the Bank of
Estonia. The economy of Estonia is considered to be a small open economy
on the fringes of the euro area — its main trading partner and de facto im-
plement of Estonia’s monetary policy due to the currency board arrangement
and free capital mobility between the two economies. The euro area part of
the EP DSGE is a fully articulated New Keynesian DSGE model of Smets and
Wouters (2003), subject to its own set of seven structural shocks, which is de-
signed to reproduce monetary policy conducted by the European Central Bank,
and to act as a foreign market for Estonian exports and imports. The two-area
setup of the EP DSGE model allows for meaningful simulations of the euro
area’s monetary policy effects on the domestic economy of Estonia. The an-
ticipated integration of the Estonian economy into the common currency area
makes a thorough understanding of these effects particularly important.

The empirical results obtained and reported in this paper can be considered
satisfactory for the first version of the model. The statistical estimates of the
main structural parameters are largely in line with previous studies for Estonia
when a direct comparison can be made. However, few areas still await an
improvement in the future versions of the model. The external sector is of
particular concern, where both the dynamics of the trade linkages with the
euro area as well as the role of net foreign assets in picking up the spread
between domestic and euro area interest rates need further examination.

The paper is structured as follows: Section 2 provides a short summary of
the main building blocks of the EP DSGE model, at the same time avoiding
excessive technical details. Section 3 and 4 describe the key equations of
the model pertaining to the economies of Estonia and euro area. The log-
linearized versions of these equations are reported in Appendices 8.2 and 8.3.
An overview of the statistical methodology, data series, prior distributions and
calibrated parameters is given in Section 5. The main empirical results are
discussed in detail in Section 6. Conclusion summarizes the main findings of
the paper.
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2. An Overview of the EP DSGE Model

The EP DSGE model presented in this paper takes into account the follow-
ing key features of the Estonian economy:

• The currency board regime, free capital mobility and resulting lack of
an independent monetary policy conducted by the national central bank.
The monetary policy of Estonia is effectively imported from the ECB
and therefore depends on the euro area’s business cycle.1 The spread
between domestic and euro area interest rates is the key to understanding
the macroeconomic developments in Estonia over the last decade;

• The Estonian economy is a textbook example of a small open economy
in terms of its openness to foreign trade as well. The impact of the euro
area’s business cycle on the domestic economy of Estonia via mutual
trade links is very important;

• Real and nominal convergence still features prominently in the main
macroeconomic aggregates of Estonia. However, the first version of
the EP DSGE model reported in this paper is specified for the business
cycle frequency only, and filters out the long-run dynamics contained in
the empirical data.2

Figure 1 previews the main building blocks and resource flows inside the
EP DSGE model. It is a two-area DSGE model, consisting of a small open
economy DSGE model for Estonia and a large closed economy DSGE model
for the euro area. The two parts are linked through the monetary policy chan-
nel — one way from the euro area to Estonia — and by the export-import
flows, where the euro area economy serves as a source of imports to the home
economy of Estonia and generates demand for Estonian exports.3 Foreign

1Prior to re-pegging of the Estonian Kroon to the euro in 1999, it was fixed to the Deutsche
Mark at the rate of 1 DM = 8 EEK. During the second half of the 1990s, the Estonian banking
system was still not completely integrated with the European and Scandinavian ones. The
Asian financial crisis of 1997 and the subsequent Russian financial crisis of 1998 have changed
the landscape of the Estonian banking sector, effectively putting all major Estonian banks into
the hands of Scandinavian owners. Since then, the spreads between domestic and euro area
interest rates have narrowed dramatically.

2The future versions of the model are likely to address this issue by incorporating unit
root technology and suitable steady state inflation dynamics.

3The breakdown of Estonian trade statistics in 2008 reveals that 70% of foreign trade
takes place with EU countries. However, the share of euro area countries in foreign trade
is around 25% because many of Estonia’s major trading partners in the Baltic Sea region,
such as Latvia, Lithuania, Sweden, Denmark and Poland, are not euro area members. Since
these countries are themselves highly open to euro area trade, the assumption of the EP DSGE
model about import-export trading links with the euro area is a reasonable approximation.
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HOUSEHOLDS
• Consumption, labour and investment-specific shocks

• Own capital, supply labor, set wages a la Calvo, invest into 
home and foreign bonds and into productive capital

INTERMEDIATE GOOD PRODUCERS
• Technology shock

•Use capital and labor in production
• Maximize profits and set prices a la Calvo

• Labour
• Capital

• Wage
• Capital income

FINAL GOOD PRODUCERS
• Price mark-up shock

• Aggregate multiple intermediate goods into one final good

Intermediate good 
demand

Intermediate good 
supply

Private consumption

EXPORTERS
• Price mark-up shock

• Set export prices a la Calvo

IMPORTERS
• Price mark-up shock

• Set import prices a la Calvo

EURO AREA
• Euro area shocks (7)

• Optimal monetary policy
• Export, import

Export

Import

INTEREST RATE
• Risk premium shock

• UIP equation

Euro area monetary policy

Figure 1: A diagram of the EP DSGE model

trade with the euro area is assumed to be in terms of the composite final con-
sumption good only.

The Estonian part of the EP DSGE is a fairy typical small open economy
DSGE model that is similar to Adolfson et al. (2007a). There are 25 state
variables and 9 structural shocks.4 The main building blocks of the Estonian
part of the model can be shortly summarized as follows:

• Households own labour and capital, optimize their consumption and
supply of working hours across time, set wages in the Calvo (1983)
manner subject to labour demand from the labour aggregator, and invest
in domestic and foreign bonds as well as productive capital;

• Firms are of four types: final good producers operating in a perfectly
competitive market, monopolistically competitive domestic intermedi-
ate good producers that set prices in the Calvo (1983) manner, and im-
port and export firms that set prices of differentiated consumption goods
in the Calvo (1983) manner;

• The government sector is assumed to follow a balanced budged fiscal
policy driven by an exogenous government spending shock;

• Domestic nominal interest rate is linked to the euro area interest rate
via the modified uncovered interest rate parity (UIP) condition Rn

t =

4Appendix 8.2 reports all final model equations in log-linear form.
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Ω(FAt, ε
risk
t )Rn,∗

t . The currency board regime is manifested in the ab-
sence of an exchange rate risk in this equation.5 Instead, an idiosyncratic
part of the interest rate spread is picked up by εrisk

t .

The euro area part of the EP DSGE is a partly estimated — partly calibrated
version of the Smets and Wouters (2003) closed economy DSGE model with
13 state variables and 7 structural shocks.6 So called “deep parameters” of
the model are calibrated according to the results in Smets and Wouters (2003),
whereas parameters related to the structural shocks are estimated jointly with
the Estonian economy part of the model.

3. Key Equations: The Estonian Economy

3.1. Households

Household i ∈ [0, 1] maximizes its inter-temporal utility function by choos-
ing how much to consume, {Ci

t : t ≥ 0}; how much to invest today in order
to build the capital that will be used in production tomorrow, {I it : t ≥ 0};
the hours it wants to work, {Lit : t ≥ 0}; the utilization rate of capital,
{zit : t ≥ 0}; how much capital to lend to the firms, {Ki

t : t ≥ 0}; and
how many domestic, {Bi

t : t ≥ 0}, and euro area, {Bi,∗
t : t ≥ 0}, bonds to

hold:7

max
{Cit ,Iit ,Lit,zit,Ki

t ,B
i
t,B

i,∗
t : t≥0}

E0

∞∑
t=0

βtεβt

[ 1

1− σc
(Ci

t−hCt−1)1−σc− 1

1 + σl
(Lit)

1+σl
]

,

where log εβt = ρβ log εβt−1 + uβt , uβt ∼ WN(0, σ2
β) is the preference shock.

Households consumption behavior is characterized by the external habit: each
household in the economy derives a positive utility from consumption in pe-

5In fact, the institutional arrangement of the 17-year-old currency board system in Estonia
rules out the possibility of a unilateral Euro peg rate change by the central bank of Estonia.
All such changes must be enacted by the national parliament and therefore are likely to take
time before coming into effect. The institutional structure of the currency board in Estonia
therefore prevents unexpected and unannounced changes of the nominal exchange rate.

6Appendix 8.3 reports all final model equations in log-linear form.
7Households’ domestic bond holdings Bit in the Estonian economy part of the EP DSGE

model can be thought of as a proxy for per capita net short-term saving/borrowing by resi-
dents in Estonian banks; ditto the euro area bonds Bi,∗t in foreign banks. There is no market
for short-term government obligations in Estonia, and almost all the financing needs of Esto-
nian households and firms are met by the banking sector. The first version of the EP DSGE
presented in this paper does not explicitly model the banking sector, an omission that is likely
to be addressed in the future versions of the model.
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riod t ≥ 0 only if it is able to consume more than a fraction h of the economy-
wide per capita consumption at t − 1. The inverse of the inter-temporal elas-
ticity of substitution in consumption (or equivalently the coefficient of relative
risk aversion) and the inverse of the elasticity of work effort with respect to
the real wage are denoted by σc and σl, respectively.

Maximization of the inter-temporal utility function is constrained. Firstly,
in each time period t ≥ 0 every household faces the following budget con-
straint expressed in real terms:8

Ci
t + I it +Bi

t + eBi,∗
t =

Rn
t−1

Bi
t−1

πct
+ Ω(FAt−1, ε

risk
t−1) eRn,∗

t−1

Bi,∗
t−1

πct
+
W i
t

P c
t

Lit +Rk
t z

i
tK

i
t−1 −Ψ(zit)K

i
t−1

+ T it +Di
t ,

where Rn
t denotes the gross nominal domestic interest rate, T it are the net

transfers, Di
t are dividends from the final good producers which are assumed

to be owned by the households, πct is the gross rate of consumer inflation
defined as πct :=

P ct
P ct−1

, where P c
t denotes the consumer price index, e is the

fixed nominal exchange rate,W i
t is the nominal wage earned by the household,

Rk
t is the return on capital, Ψ(zit) captures the cost of capital utilization,9 and

Ω(FAt, ε
risk
t ) is the country specific risk premium function:10

log Ω(FAt, ε
risk
t ) = −φfaFAt + log εrisk

t , (1)

where FAt :=
eB∗,nt
P dt

is the net foreign asset position of the Estonian econ-
omy, P d

t denotes the domestic price index, and log εrisk
t = ρrisk log εrisk

t−1 + urisk
t ,

urisk
t ∼ WN(0, σ2

risk) is an idiosyncratic component of the country specific
risk.11 Equation (1) captures imperfect integration of the Estonian economy

8In nominal terms, the budget constraint is given by:

P ct C
i
t + Ii,nt +Bi,nt +Bi,∗,nt =

Rnt−1B
i,n
t−1 + Ω(FAt−1, ε

risk
t−1) eRn,∗t−1B

i,∗,n
t−1 +WtL

i
t +RktK

i,n
t−1 + T i,nt +Di,n

t .

After dividing by P ct it becomes:

Cit+I
i
t+B

i
t+B

i,∗
t = Rnt−1

Bi,nt−1

P ct
+Ω(FAt−1, ε

risk
t−1) eRn,∗t−1

Bi,∗,nt−1

P ct
+
Wt

P ct
Lit+R

k
tK

i
t−1+T it+D

i
t .

Then, multiplying
Bi,nt−1
P ct

and
Bi,∗,nt−1
P ct

terms by P ct−1
P ct−1

, they become Bit−1
πct

and
Bi,∗t−1
πct

respectively,
and the expression in the text is obtained.

9Function Ψ satisfies Ψ(1) = 0, that is needed for mathematical convenience in steady-
state computations and log-linearization.

10Assumptions about the steady state behavior of the risk premium function are given in
Appendix 8.4.

11See Lundvik (1992) and Benigno (2001).
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into the euro area financial markets. The higher the indebtedness vis-à-vis the
rest of the world, the higher the risk of a default and consequently the higher
the risk premium the country has to pay over the euro area interest rate. In
addition, the risk premium is needed to ensure a well-defined steady state in
the model (see Schmitt-Grohè and Uribe, 2003).

Secondly, the capital stock in the economy is owned by the households,
and every household faces the following capital accumulation equation in each
time period t ≥ 0:

Ki
t = (1− δ)Ki

t−1 +

[
1− S

(
I it
I it−1

)]
I it ε

x
t , (2)

where δ is the depreciation rate of capital, log εxt = ρx log εxt−1 + uxt , uxt ∼
WN(0, σ2

x) is a stationary investment-specific technology shock common across
all households in the economy, and S(

Iit
Iit−1

) is the investment adjustment cost

function.12

The Lagrangian equation is as follows:

max
{Cit ,Iit ,Lit,zit,Ki

t ,B
i
t,B

i,∗
t : t≥0}

E0

∞∑
t=0

βt`(Ci
t , I

i
t , L

i
t, z

i
t, K

i
t , B

i
t, B

i,∗
t ) , (3)

where:

`(Ci
t , I

i
t , L

i
t, z

i
t, K

i
t , B

i
t, B

i,∗
t ) :=

εβt
1− σc

(Ci
t − hCt−1)1−σc − εβt

1 + σl
(Lit)

1+σl

+ λt

[
Rn
t−1

Bit−1

πct
+ Ω(FAt−1, ε

risk
t−1) eRn,∗

t−1

Bi,∗t−1

πct
+

W i
t

P ct
Lit +Rk

t z
i
tK

i
t−1

−Ψ(zit)K
i
t−1 + T it +Di

t − Ci
t − I it −Bi

t − eB
i,∗
t

]

+Qt

[
(1− δ)Ki

t−1 +

[
1− S

(
I it
I it−1

)]
I itε

x
t −Ki

t

]
.

12Function S satisfies the following properties (see Christiano et al., 2005): S(1) =
S′(1) = 0 and S′′(1) > 0.
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The sequence of first-order conditions, one for each t ≥ 0, is given by:13

(∂Ct) εβt (Ct − hCt−1)−σc = λt , (4)

(∂It) Qt ε
x
t

[
1− S

(
It
It−1

)
− S ′

(
It
It−1

)
· It
It−1

]
+β EtQt+1 ε

x
t+1 S

′
(
It+1

It

)
·
(
It+1

It

)2

= λt , (5)

(∂zt) Rk
t = Ψ′(zt) , (6)

(∂Kt) Qt = β Et λt+1[zt+1R
k
t+1 −Ψ(zt+1)] + β(1− δ) EtQt+1 , (7)

(∂Bt) β Et λt+1R
n
t

1

πct+1

= λt , (8)

(∂B∗t ) β Et λt+1 Ω(FAt, ε
risk
t )Rn,∗

t

1

πct+1

= λt . (9)

The first-order condition with respect to Lt is derived in the next section be-
cause households are assumed to supply labour monopolistically. In the spe-
cial case of a competitive labour market, the sequence of first order conditions
that determine an optimal labour effort is given by:

(∂Lt) − εβt L
σl
t + λt

Wt

P c
t

= 0 ∀t ≥ 0 . (10)

Equation (4) is the usual consumption Euler equation. The ratio of two
Euler equations in time periods t and t+ 1 must satisfy:

Et
λt
λt+1

= Et
εβt (Ct − hCt−1)−σc

εβt+1(Ct+1 − hCt)−σc
. (11)

From Equation (8) follows that:

Et
λt
λt+1

= β EtR
n
t

1

πct+1

.

Combining the previous equation with (11) leads to the optimal consumption
dynamics, given in the log-linear form by:

ĉt =
h

1 + h
ĉt−1 +

1

1 + h
Et ĉt+1 −

1− h
σc(1 + h)

[r̂nt − Et π̂
c
t+1] + ε̂βt .

Equations (5) and (7) may be re-written to define the marginal Tobin’s Q
as the ratio of the two Lagrangian multipliers qt = Qt

λt
, or more loosely the

13The index i is skipped because the decentralized solution is the same as the centralized
one; hence, all the first-order conditions are the same across the households in the economy.
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value of installed capital in terms of its replacement cost. They become re-
spectively:14

1 = qt ε
x
t

[
1− S

(
It
It−1

)
− S ′

(
It
It−1

)
It
It−1

]
+ β Et qt+1

λt+1

λt
εxt+1S

′
(
It+1

It

)(
It+1

It

)2

,
(12)

and

qt = β Et
λt+1

λt

[
qt+1(1− δ) + zt+1R

k
t+1 −Ψ(zt+1)

]
. (13)

Equation (12) can be interpreted as an investment Euler equation which de-
scribes the optimal investment trajectory. Equation (13) stipulates that qt is
equal to the expected discounted stream of future capital return, corrected for
the utilization and depreciation rates.

Finally, Equations (8) and (9) yield a modified UIP condition that takes into
account the country specific risk:

Rn
t = Ω(FAt, ε

risk
t )Rn,∗

t . (14)

Aggregate consumption is assumed to be given by a CES index of domes-
tically produced and imported goods according to:

Ct =
[
(1− αc)

1
ηc (Cd

t )
ηc−1
ηc + α

1
ηc
c (Cm

t )
ηc−1
ηc

] ηc
ηc−1

,

where Cd
t and Cm

t denote real consumption of domestic and imported goods
respectively, αc is the share of imports in consumption and ηc is the elastic-
ity of substitution between domestically produced and imported consumption
goods in Estonia.

Households maximize Ct subject to the following two expenditure con-
straints:

P d
t C

d
t + Pm

t C
m
t = P c

t Ct ,

where the consumer price index P c
t for the Estonian economy is given by:15

P c
t =

[
(1− αc)(P d

t )1−ηc + αc(P
m
t )1−ηc

] 1
1−ηc . (15)

14Note that when there is no investment adjustment cost, i.e. when S
(
It
It−1

)
= 0, the

investment dynamics equation implies that qt = 1
εxt

, that is the Tobin’s Q is equal to the
replacement cost of capital (the relative cost of capital). Furthermore, if εxt = 1 for all t ≥ 0,
as in the standard neoclassical growth model, then qt = 1.

15The log-linear version of this equation is:

π̂ct = (1− αc)(γc)1−ηc π̂dt + αc (γm)1−ηc π̂mt ,

where γc and γm are the steady state relative prices defined in Appendix 8.1.
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In this expression P d
t denotes the domestic price index, while Pm

t stands for
the imported consumption good price index; both are expressed in the do-
mestic currency. From this maximization exercise the following two demand
functions are obtained:

Cd
t = (1− αc)

(
P d
t

P c
t

)−ηc
Ct , (16)

and

Cm
t = αc

(
Pm
t

P c
t

)−ηc
Ct . (17)

3.1.1. Labour Supply

Each household is a monopolistic supplier of a differentiated labour service
required by the domestic intermediate good producers.16 The households can
therefore set their own wages subject to the substitutability between different
labour services determined by the time-varying parameter λwt . After setting its
wage, each household inelastically supplies the required labour effort, mea-
sured in working hours, at this wage rate.

The analytical framework that leads to an equation describing dynamics of
the real wage in the economy is similar to the one used to derive the aggregate
price dynamics in the next section. A labour aggregator hires differentiated
labour services from the households and transforms them into the homogenous
production factor Lt using the following technology:

Lt =
[ ∫ 1

0

(Lit)
1

1+λwt di
]1+λwt

, (18)

where Lit denotes i-th household’s labour effort, Lt is the aggregated labour
supply, and λwt is a stationary wage mark-up shock given by λ̂wt − λw =

ρw(λ̂wt−1 − λw) + uwt , uwt ∼ WN(0, σ2
w), where λw is the steady-state wage

mark-up parameter.17

The maximization problem faced by the labour aggregator is following:

max
{Lit : i∈[0,1]}

WtLt −
∫ 1

0

W i
tL

i
t di subject to Equation (18),

16The main references are Kollmann (2001), Erceg et al. (2000), and Christiano, Eichen-
baum and Evans (2005). The most recent references are Adolfson et al. (2007a) and
Fernandez-Villaverde and Rubio-Ramirez (2007). The latter has a good mathematical ap-
pendix with detailed derivations of all relevant formulas.

17See Chari et al. (2008) for a discussion and criticism of the wage markup shock and other
structural shocks in New Keynesian DSGE models.
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from where the demand for i-th household’s labour effort Lit is given by:

Lit =

(
W i
t

Wt

)− 1+λwt
λwt

Lt ∀i ∈ [0, 1] , where: Wt =
[ ∫ 1

0

(W i
t )
− 1
λwt di

]−λwt
.

(19)

It is also assumed that not all households can optimally re-adjust their
wages in each time period. Using Calvo (1983) framework, a fraction 1−θw of
all households can optimally set their wages in each time period. The remain-
ing households are assumed to index their wages to the past inflation according
to the following formula:

W i
t+1 = (πct )

τw W i
t . (20)

Faced with these constraints, households set their wages optimally, taking
into account the probability of being unable to re-adjust them for a number of
time periods into the future. Each household solves the following maximiza-
tion problem, which is a part of the Lagrangian equation (3), subject to the
labour demand function (19) and the wage indexation formula (20):

max
W i
t

Et

∞∑
k=0

(βθw)k
[
−

εβt+k
1 + σl

(Lit+k)
1+σl + λt+k

k∏
s=1

(πct+s−1)τw

πct+s

W i
t

P c
t

Lit+k

]
s.t.

Lit+k =

[ k∏
s=1

(πct+s−1)τw
W i
t

Wt+k

]− 1+λwt+k
λw
t+k

Lt+k for each k ≥ 0.

The first-order condition from this maximization problem needs to be com-
bined with the aggregate wage index law of motion:

W
− 1
λwt

t = θw
[
Wt−1(πct−1)τw

]− 1
λwt + (1− θw)(W̄t)

− 1
λwt ,

where W̄t denotes the optimal wage set by the households in time period t.

The resulting real wage dynamics in log-linear form is given by:

ŵt =
β

1 + β
Et ŵt+1 +

1

1 + β
ŵt−1 +

β

1 + β
Et π̂

c
t+1 −

1 + βτw
1 + β

π̂ct +
τw

1 + β
π̂ct−1

− 1

1 + β

(1− βθw)(1− θw)(
1 + 1+λw

λw
σl
)
θw

[
ŵt − σl l̂t −

σc
1− h

(ĉt − hĉt−1)
]

+ λ̂wt .

(21)

When wages are completely flexible, that is when θw = 0, the real wage dy-
namics is described by (10).
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3.2. Firms

3.2.1. Final Good Producers

Final good is produced using the following aggregation technology, where
the intermediate goods Y j

t are indexed by j ∈ [0, 1]:18

Yt =
[ ∫ 1

0

(Y j
t )

1

1+λ
p
t dj
]1+λpt

,

where log λpt − λp = ρp(log λpt−1 − λp) + upt , u
p
t ∼ WN(0, σ2

p) is a stationary
price mark-up shock, and λp is the steady-state mark-up parameter.19 λpt is
interpreted as a cost push shock in the inflation equation.

The cost minimization condition20 in the final good sector can be written
in the form of a demand function for the intermediate good Y j

t :

Y j
t =

(
P j
t

P d
t

)− 1+λ
p
t

λ
p
t
Yt , ∀j ∈ [0, 1] , (22)

where P j
t is the price of the intermediate good j and P d

t is the domestic price
index, which can be written as:

P d
t =

[ ∫ 1

0

(P j
t )
− 1

λ
p
t dj
]−λpt

.

3.2.2. Intermediate Good Producers

Firms producing intermediate goods operate in a monopolistically compet-
itive market. They hire labour and capital from households, paying the salary

18In a standard set up, the aggregation technology is given by:

Yt =
[ ∫ 1

0

(Y jt )
ε−1
ε dj

] ε
ε−1

,

where ε is the price elasticity of demand for good j. It is known that the gross markup (1+λp)
is equal to ε

ε−1 . In the paper ε is substituted with the expression in terms of the markup with

an additional assumptions that it is time varying εt = 1+λpt
λpt

.
19Note that λp does not enter into any of the log-linearized equations. It is relevant only

for the steady state calculations, refer to Appendix 8.4.
20This condition is obtained by solving the following cost minimization problem:

min
{Y jt : j∈[0,1]}

∫ 1

0

P jt Y
j
t dj s.t.

[ ∫ 1

0

(Y jt )
1

1+λpt dj
]1+λpt

≥ Yt .
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Wt and capital return Rk
t . Each firm, indexed by j ∈ [0, 1], produces Y j

t units
of differentiated output using the following Cobb-Douglas production tech-
nology:

Y j
t = At

(
K̃j
t−1

)α(
Ljt
)1−α − Φj , (23)

where K̃j
t−1 is the effective capital stock given by K̃j

t−1 = ztK
j
t−1, Φj is the

fixed cost term needed to ensure zero profit in the steady state (see Appendix
8.4), and logAt = ρa logAt−1+uat , u

a
t ∼ WN(0, σ2

a) is a stationary technology
shock common for all firms.

Firms minimize costs subject to the technology constraint. Their objective
function is:

min
{ eKj

t−1, L
j
t}

Wt

P d
t

Ljt +Rk
t K̃

j
t−1 s.t. Ȳ j

t = At
(
K̃j
t−1

)α(
Ljt
)1−α .

The associated Lagrangian is given by:

min
{ eKj

t−1, L
j
t}

Wt

P d
t

Ljt +Rk
t K̃

j
t−1 + ζt

[
Ȳ j
t − At

(
K̃j
t−1

)α(
Ljt
)1−α

]
,

from where the first-order conditions are:

(∂K̃j
t−1) Rk

t − ζtAt α
(
K̃j
t−1

)α−1(
Ljt
)1−α

= 0 , (24)

(∂Ljt)
Wt

P d
t

− ζtAt (1− α)
(
K̃j
t−1

)α(
Ljt
)−α

= 0 , (25)

where the Lagrange multiplier ζt represents the real marginal cost.

Solving (25) for the Lagrange multiplier and substituting the result into (24)
gives the optimal capital-labour ratio:

K̃j
t−1

Ljt
=

α

1− α
Wt

P d
t

1

Rk
t

. (26)

Using this result to substitute out
eKj
t−1

Ljt
in Equation (25), an expression for the

real marginal cost obtains:

MCt =
1

At

(
1

1− α

)1−α(
1

α

)α(
Wt

P d
t

)1−α

(Rk
t )
α . (27)

Intermediate good producers also face another type of problem. Each pe-
riod, only a fraction 1− θp of them, randomly chosen, can optimally re-adjust
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their prices (see Calvo, 1983). For those that cannot re-optimize, prices are
indexed to past inflation as follows:

P j
t+1 = (πdt )

τpP j
t ,

where πdt :=
P dt
P dt−1

is the gross rate of domestic inflation, and τp is the parameter
governing the degree of price indexation.

In each time period t ≥ 0, intermediate good producers maximize the
stream of expected discounted profits:21

max
P jt

Et

∞∑
k=0

(βθp)
k λt+k
λt

[ k∏
s=1

(πdt+s−1)τp
P j
t

P d
t+k

−MCt+k

]
Y j
t+k ,

subject to the sequence of intermediate good demand functions by the final
good producers; see (22):

Y j
t+k =

[ k∏
s=1

(πdt+s−1)τp
P j
t

P d
t+k

]− 1+λ
p
t+k

λ
p
t+k Yt+k for each k ≥ 0 .

The first order condition for this maximization problem, written in terms of
the optimal price P̄t, is following:22

Et

∞∑
k=0

(βθp)
kλt+k

1

λpt+k

[ k∏
s=1

(πdt+s−1)τp

πdt+s

]− 1

λ
p
t+k

P̄t
P d
t

Yt+k

= Et

∞∑
k=0

(βθp)
k λt+k

1 + λpt+k
λpt+k

[ k∏
s=1

(πdt+s−1)τp

πdt+s

]− 1+λ
p
t+k

λ
p
t+k MCt+k Yt+k .

(28)

Given that in each time period a fraction of firms can re-adjust their prices
optimally, while the rest index their prices using the previous period’s inflation
rate, the aggregate price index evolves according to the following weighted
average formula:

(P d
t )
− 1

λ
p
t = θp

[
(πdt−1)τpP d

t−1

]− 1

λ
p
t + (1− θp)(P̄t)

− 1

λ
p
t . (29)

21Detailed derivation of the New Keynesian Phillips curve equation (30) is not reported
in this paper. It can be found in Walsh (2003), Adolfson et al. (2007a), and Fernandez-
Villaverde (2007), among others.

22 Since all firms face the same technology shock and the resulting optimal capital-output
ratio is similar across all intermediate producers, the optimal price P̄t is the same for all
firms. Solving this equation for P̄t and assuming flexible prices (θp = 0) leads to the standard
monopolistic competition condition whereby each firm sets its price as a markup over the
nominal marginal cost P̄t = (1 + λpt )MCt .
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Log-linearizing and solving the system of equations given by (29) and the
first-order condition for the optimal price (28) leads to an equation describ-
ing dynamics of the domestic inflation rate. It is given by the hybrid New
Keynesian Phillips Curve:

π̂dt =
β

1 + βτp
Et π̂

d
t+1+

τp
1 + βτp

π̂dt−1+
1

1 + βτp

(1− βθp)(1− θp)
θp

m̂ct+λ̂
p
t .

(30)

Note that when prices are fully flexible, i.e. θp = 0, and the price mark-up
shock is zero, Equation (30) reduces to the usual flexible price condition where
the real marginal cost is equal to one.

3.3. Importers

The import and export sectors in the EP DSGE model are based on Adolf-
son et al. (2007a).23 The import sector consists of a large number of firms that
buy a homogenous good in the euro area market and turn it into differenti-
ated consumption goods using a brand naming technology; i.e. without costs.
These differentiated consumption goods are then sold to domestic households
subject to price stickiness in the local currency.

Importing firms buy the euro area homogenous consumption good at price
P ∗t , which is the consumer price index of the euro area. The framework in
which these importing firms operate is identical to the one of the intermediate
good producers in terms of price setting behavior. Thus, in each time period,
only a fraction of importers 1 − θm is allowed to optimally set their prices.
The remaining fraction θm of importers adjusts their prices according to the
indexation formula:

P j,m
t+1 = (πmt )τmP j,m

t ,

where the following definition are used: πmt :=
Pmt
Pmt−1

is the gross import

price inflation rate, Pm
t =

[ ∫ 1

0
(P j,m

t )−1/λmt dj
]−λmt is the import price index,

λ̂mt = ρm λ̂
m
t−1 + umt , umt ∼WN(0, σ2

m) is a stationary price mark-up shock on
imports, and τm is the import price indexation coefficient. The final imported

23In Adolfson et al. (2007a) there is a distinction between imported consumption and in-
vestment goods. This version of the EP DSGE model does not make this distinction because
the statistical data related to the prices of imported investment goods for Estonia is not readily
available. This would make estimation of the corresponding Phillips Curve parameters dif-
ficult. It is therefore assumed that only consumption goods and services are imported. The
same applies to the export sector in Subsection 3.4.
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good is a composite of the continuum of j ∈ [0, 1] differentiated imported
goods, each supplied by a different firm and priced at P j,m

t , which is described
by the CES aggregator:

Cm
t =

[∫ 1

0

(Cj,m
t )

1
1+λmt dj

]1+λmt

.

The previous equation implies that the demand function faced by an individual
importing firms is given by:

Cj,m
t =

(
P j,m
t

Pm
t

)− 1+λmt
λmt

Cm
t .

Importing firms maximize their profits subject to the Calvo (1983) price
stickiness restriction.24 The resulting import price inflation dynamics is given
by the following equation in log-linear form:

π̂mt =
β

1 + βτm
Et π̂

m
t+1+

τm
1 + βτm

π̂mt−1+
1

1 + βτm

(1− θm) (1− βθm)

θm
m̂cmt +λ̂mt .

(31)

3.4. Exporters

Exporters buy the final good from the domestic market and differentiate
it by brand naming. They sell the continuum of differentiated consumption

24Each importer j ∈ [0, 1] is assumed to set P j,mt in order to maximize the discounted
stream of future profits:

max
P j,mt

Et
∞∑
k=0

(βθm)k
λt+k
λt

[ k∏
s=1

(πmt+s−1)τm
P j,mt
Pmt+k

−MCmt+k

]
Cj,mt+k

s.t.

Cj,mt+k =
[ k∏
s=1

(πmt+s−1)τm
P j,mt
Pmt+k

]− 1+λmt+k
λm
t+k

Cmt+k for each k ≥ 0 ,

where MCmt+k = e P∗t+k
Pmt+k

for k ≥ 0. The first-order condition derived from this maximization
problem needs to be combined with the aggregate import price law of motion:

(Pmt )−
1
λmt = θm

[
(πmt−1)τmPmt−1

]− 1
λmt + (1− θm)(P̄mt )−

1
λmt .

After solving and log-linearizing this system of equations, the final expression (31) is ob-
tained.
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goods to households in the euro area. The nominal marginal cost is therefore
equal to the price of the domestic good P d

t . Since only consumption goods are
exported, each exporting firm j ∈ [0, 1] faces the following demand function
for its product in each time period t ≥ 0:

Cj,e
t =

(
P j,e
t

P e
t

)− 1+λet
λet

Xt ,

where Xt denotes aggregate export, P e
t is the export price index expressed

in the local currency of the export market, and log λet = log λe + uet , u
e
t ∼

WN(0, σ2
λe) is the stochastic markup on differentiated export goods. Once

again, the price stickiness faced by exporting firms implies that a fraction 1−
θe of them can re-adjust prices in each period. For the rest, prices evolve
according to the indexation formula:

P j,e
t+1 = (πet )

τeP e
t .

Exporters maximize their profits subject to the price stickiness restriction.25

The resulting export price inflation dynamics is given by the following equa-
tion in log-linear form:

π̂et =
β

1 + βτe
Et π̂

e
t+1 +

τe
1 + βτe

π̂et−1 +
1

1 + βτe

(1− θe)(1− βθe)
θe

m̂cet +uet .

(32)

In addition, EP DSGE model assumes that the Estonian economy is small
relative to the euro area economy, and hence plays just a negligible part in

25Each exporter j ∈ [0, 1] is assumed to set P j,et in order to maximize the discounted
stream of future profits:

max
P j,et

Et
∞∑
k=0

(βθe)i
λt+k
λt

[ k∏
s=1

(πet+s−1)τe
P j,et
P et+k

−MCet+k

]
Cj,et+k

s.t.

Cj,et+k =
[ k∏
s=1

(πet+s−1)τe
P j,et
P et+k

]− 1+λet+k
λe
t+k

Xt+k for each k ≥ 0 ,

where MCet+k = Pdt+k
e P et+k

for k ≥ 0. The first-order condition derived from this maximization
problem needs to be combined with the aggregate export price law of motion:

(P et )−
1
λet = θe

[
(πet−1)τeP et−1

]− 1
λet + (1− θe)(P̄ et )−

1
λet .

After solving and log-linearizing this system of equations, the final expression (32) is ob-
tained.
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the aggregate euro area consumption. Assuming that aggregate euro area con-
sumption is well approximated by a CES function, demand for Estonian ex-
ports is given by:

Xt =

(
P e
t

P ∗t

)−η∗
C∗t ,

where η∗ denotes elasticity of substitution between imported and domesti-
cally produced consumption goods in the euro area, and C∗t is the euro area
aggregate consumption. Furthermore, using a simplifying assumption that
Y ∗t = C∗t , the following export demand function is obtained:26

Xt =

(
P e
t

P ∗t

)−η∗
Y ∗t . (33)

3.5. Policies

3.5.1. Fiscal Policy

Fiscal policy is exogenous and assumed to behave as follows:

logGt − logG = ρg
(

logGt−1 − logG
)

+ ugt , (34)

where G := g Y is the steady-state level of government spending, g := G
Y

is
the parameter governing the share of government expenditures in the total out-
put, and ugt ∼ WN(0, σ2

g) is the government spending shock. In addition, the
balanced budget condition implies that Gt = −Tt, where −Tt are lump sum
taxes payed by the households in the economy. There is no active government
tax policy in the model.

3.5.2. Monetary Policy

The monetary policy of Estonia is subject to the currency board arrange-
ment and free capital mobility between the domestic and euro area markets.
The UIP condition derived previously in (14) implies that the domestic nomi-
nal interest rate is linked to the euro area nominal interest rate via the country
specific risk premium function:

Rn
t = Ω(FAt, ε

risk
t )Rn,∗

t .

In other words, Rn
t is determined by the monetary policy in the euro area, by

fluctuations in the net foreign assets FAt, and by an idiosyncratic shock εrisk
t .

26This assumption is not fully correct, but does not affect the estimation results reported in
Section 6. It is stated in Section 4 that Y ∗t = C∗t + I∗t +G∗t + Ψ(z∗t )K∗t−1, whereby dynamics
of Y ∗t and C∗t is different.
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3.6. The Aggregate Resource Constraint

The aggregate resource constraint is:

Yt = Cd
t + Cm

t + It +Gt + Ψ(zt)Kt−1 +Xt −Mt , (35)

where imports are defined as:

Mt := Cm
t . (36)

After substituting all the components of domestic output into (35) using Equa-
tions (16), (36) and (33) the following expression is obtained:

Yt = (1− αc)
(
P d
t

P c
t

)−ηc
Ct + It +Gt + Ψ(zt)Kt−1 +

(
P e
t

P ∗t

)−η∗
Y ∗t .

3.7. The Net Foreign Assets

Evolution of the net foreign assets is described by the following equation:

eB∗t = e P e
t Xt − e P ∗t Mt + Ω(FAt, ε

risk
t ) eRn,∗

t−1B
∗
t−1 . (37)

Dividing both sides of this equation by P d
t and using the definitions of Xt, Mt,

MCe
t and Cm

t from Equations (33), (36), (17), and Footnote 25, Equation (37)
can be written as:

FAt =
1

MCe
t

(
P e
t

P ∗t

)−η∗
Y ∗t −

P ∗t
P d
t

αc

(
Pm
t

P d
t

)−ηc
Ct+Ω(FAt, ε

risk
t )Rn,∗

t−1

FAt−1

πdt
.

4. Key Equations: Euro Area Economy

The euro area part of the EP DSGE model is based on the seminal paper by
Smets and Wouters (2003).27 In contrast to Adolfson et al. (2007a), where the
rest of the world is described by a low-dimensional VAR system, this paper
adopts a full-fledged DSGE model as a counterpart to the Estonian economy

27Initially, the idea was to model the euro area as a basic three-equation NK DSGE model,
and estimate it jointly with the Estonian economy part. This is more in line with the spirit of
small open economy DSGE models, where the rest of the world is often described by a simple
three-equation VAR system. Later, a decision was taken to adopt a much richer framework
for characterizing the euro area economy, afforded by the benchmark model in Smets and
Wouters (2003). An interesting extension of the present approach would be to consider an
open economy model for the euro area as well, allowing to study the impact of the rest of the
world on the Estonian economy through the corresponding interaction with the euro area. In
this respect, Adolfson et al. (2007a) is an excellent reference.
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part described in Section 3. Since one of the main interests of the EP DSGE
model is to examine the propagation mechanism through which various euro
area structural disturbances impact on the Estonian economy, it is necessary to
have a rich euro area model that incorporates a wide range of “deep” shocks
with clear economic interpretations attached to them. However, due to the
increased dimensions of the euro area part in the EP DSGE model and asso-
ciated computational costs, all deep parameters related to the euro area part
are calibrated according to the values in Smets and Wouters (2003), while the
coefficients linked to the structural shocks are estimated jointly with the pa-
rameters of the Estonian part of the model.

In terms of equations, the model is similar to the Estonian economy part in
Section 3, but with a few substantial differences; see Smets and Wouters (2003)
and references therein for a detailed description of the model.28 The differ-
ences are due to the fact that it is a closed economy model having an indepen-
dent monetary policy described by a monetary policy rule.

The aggregate resource constraint in the euro area part of the EP DSGE
model is given by:

Y ∗t = C∗t + I∗t +G∗t + Ψ(z∗t )K
∗
t−1 .

The monetary policy rule is as follows:

r̂n,∗t =φm r̂
n,∗
t−1 + (1− φm)

[
rππ̂

∗
t−1 + ry(ŷ

∗
t−1 − ŷ

p,∗
t−1)
]

+ r∆π(π̂∗t − π̂∗t−1) + r∆y

[
ŷ∗t − ŷ

p,∗
t − (ŷ∗t−1 − ŷ

p,∗
t−1)

]
+ ε̂r,∗t ,

(38)

where ε̂r,∗t = ρ∗r ε̂
r,∗
t−1 + ur,∗t , ur,∗t ∼ WN(0, σ2

r,∗) is the euro area monetary
policy shock, and ŷp,∗t is the logarithm of the potential output level. In DSGE
literature, the potential output is defined as the level of output that would pre-
vail under flexible prices and wages in the absence of so-called “inefficient”
shocks uw,∗t , up,∗t . As in Smets and Wouters (2003), the model is expanded
with the flexible prices and wages version, where θ∗p, θ

∗
w, u

w,∗
t , up,∗t are set to

zero in all time periods, in order to compute the model-consistent output gap
ŷ∗t − ŷ

p,∗
t used in the monetary policy rule.

28All log-linear model equations are reported in Appendix 8.3 as a reference. Note that,
differently from the original Smets and Wouters (2003) paper, the inflation objective, price of
capital and labour supply shocks are excluded in order to balance the number of shocks and
observable variables in the final model. In addition, the relative risk aversion parameter is set
to unity.
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5. Data and Estimation

5.1. Bayesian Estimation Methodology

The statistical inference for the parameters of the EP DSGE model intro-
duced in Sections 3 and 4 is obtained by Bayesian methods, where the associ-
ated empirical results are reported in Section 6. Bayesian statistical methods
have recently gained popularity in applied macro-economic modeling. For a
recent overview of the main literature and methods of the Bayesian analysis
of DSGE models, refer to An and Schorfheide (2007). This subsection gives
an overview of the main stages of the Bayesian statistical inference for DSGE
models.

In contrast to the traditional approach to statistical estimation and testing
known under the banner of “frequentist statistics”, where the inference based
on repeated sampling plays a pivotal role and a “true” model with an unknown
but invariant set of parameters is assumed to exist, Bayesian statistics adopts
a view that parameters are just “mental constructs that exist only in the mind
of the researcher” (see Poirier, 1995). Bayesian statistics is based on a fusion
of priors about the model parameters with the likelihood function based on
real-world data, where “the likelihood represents a “window” for viewing the
observable world shared by a group of researches who agree to disagree in
terms of possibly different prior distributions” (see Poirier, 1995). Bayesian
statistics knowingly departs from the assumptions of repeated sampling exper-
iments and an underlying data generating process based on an invariant set of
unknown parameters, the two assumptions that are crucial to the traditional
frequentist approach. Bayesian approach to statistical estimation and testing
is arguably better suited for observational sciences such as economics, while
the traditional frequentist paradigm is geared toward experimental sciences.

Bayesian statistics can be characterized as a learning process, where ob-
served data collected in Y is used to learn about the posterior distribution
f(θ |Y) of a k-dimensional vector of model parameters θ, given the likeli-
hood function L(θ; Y) and the prior distribution f(θ). This learning process
is based on a version of the Bayes’ Theorem:

f(θ |Y) =
f(θ)L(θ; Y)

f(Y)
∝ f(θ)L(θ; Y) , (39)

where f(Y) =
∫
Rk f(θ)L(θ; Y)dθ can be treated as a normalizing constant

for the purpose of posterior inference. The main object of interest for Bayesian
inference is the posterior distribution function f(θ |Y), which summarizes
the information available in data Y about the vector of parameters θ. The
posterior distribution function may further be combined with a statistical loss
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function in order to arrive to point and interval inference about θ as well as
other forms of statistical decisions involving the vector of parameters.

It follows from expression (39) that Bayesian statistical inference requires
both the likelihood function and the prior distribution. The remaining part of
this section provides a general overview of the steps involved in the construc-
tion of the likelihood function for a typical DSGE model. This discussion is
applicable not only to the EP DSGE model introduced in Sections 3 and 4, but
also to other DSGE and real business cycle models found in the literature and
estimated in the form of first-order linear or log-linear approximations around
the steady state. The issues related to the particular choice of priors for the EP
DSGE model are deferred to Section 5.2.

In general, the likelihood function of a typical DSGE model cannot be writ-
ten in closed form as a function of data Y and model parameters θ. However,
the procedure for evaluating the likelihood function for any given Y and θ is
well known and involves three stages. They are described below in detail.

The first stage involves writing a theoretical macro-economic model as a
system of linear expectational and non-expectational equations, including ex-
ogenous stochastic processes. Appendices 8.2 and 8.3 list the corresponding
system of log-linear equations for the EP DSGE model. Let xt denote an
m× 1 vector of endogenous model variables, yt denote n× 1 vector of other
endogenous model variables, and zt be k × 1 vector of exogenous structural
shocks. A DSGE model can be written in linearized form as follows:

0 = Axt + Bxt−1 + Cyt + Dzt

0 = Et

[
Fxt+1 + Gxt + Hxt−1 + Jyt+1 + Kyt + Lzt+1 + Mzt

]
zt+1 = Nzt + εt+1 ,

(40)

where a k × 1 vector εt of stochastic innovations s.t. Et εt+1 = 0 and its
variance–covariance matrix given by Σ. The vector of model parameters θ is
mapped into the matrices A to Σ of this system according to the theoretical
model.

The linear system of expectational equations (40) is solved in the second
stage of the likelihood function evaluation. The method of undetermined co-
efficients stipulates the following solution of the system (40):

xt = Pxt−1 + Qzt

yt = Rxt−1 + Szt

zt+1 = Nzt + εt+1 ,
(41)

where matrices P to S are mappings of matrices A to M defined in (40) and
therefore are also functions of the vector of model parameters θ. Uhlig (1999)
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gives a comprehensive overview of the method of undetermined coefficients
for linear systems of expectational equations like (40), including conditions
on dimensions and the ranks of matrices A to Σ that are necessary to obtain
the solution (41). In particular, the stability or instability of the system of
linear expectational equations (40) depends on the vector of model parameters
θ through the matrices A to M and is reflected by the eigenvalues of P matrix
in (41).

Having obtained the system of stochastic difference equations (41) for
endogenous variables xt and yt and using the law of motion of exogenous
stochastic processes zt, the likelihood function L(θ; Y) of a DSGE model
is evaluated using the Kalman filter in the third stage of the procedure. The
Kalman filter is needed because the endogenous variables of the model in vec-
tors xt and yt usually involve certain quantities for which no observable coun-
terparts can be found in macro-economic statistics. Let m+k×1 dimensional
vector x̃t be defined as x̃T

t := (xT
t−1, z

T
t ), and let ỹt be a vector of observables

for each 1 ≤ t ≤ T . The full data matrix is given by Y := (ỹT
1 , ỹ

T
2 , . . . , ỹ

T
T ).

A DSGE model can be written in the Kalman filter form using the solution (41)
as follows:

x̃t+1 =

(
P Q
0 N

)
x̃t +

(
0
εt

)
ỹt = Γx̃t ,

(42)

where matrix Γ maps a subset of endogenous model variables into the ob-
served data, and may include elements of matrices R and S from the sys-
tem (41). In some cases the measurement equation in (42) may include ad-
ditional measurement errors when the observed data is deemed to be an im-
perfect counterpart of the endogenous variables x̃t.29 The likelihood func-
tion L(θ; Y) is evaluated for any given value of the parameter vector θ us-
ing the standard Kalman filter recursions; refer to Hamilton (1994) a detailed
overview of the necessary steps.

It is necessary to note that the mapping of parameters θ into the likelihood
function L(θ; Y) of a typical DSGE model is highly complicated, involving
nonlinear transformations at the solution stage (41). This might give rise to
identifiability issues which are difficult to deal with because of the lack of
developed diagnostic methods. Some of the issues related to identification in
DSGE models are discussed in Canova (2008) and Iskrev (2008).

Apart from the likelihood and priors, Bayesian statistical inference based
on (39) requires a set of techniques to evaluate the posterior distribution f(θ |Y).

29Bayesian estimation of the EP DSGE model reported in Section 6 is carried out without
adding the measurement errors into the Kalman filter equations.
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Specifically, one is usually interested in at least first few moments of f(θ |Y),
but the accepted current practice requires reporting of estimated posterior den-
sities for each model parameter in the vector θ. Since for a typical DSGE
model it is impossible to characterize f(θ |Y) analytically, computationally
intensive Monte Carlo sampling methods are needed to generate draws from
the posterior distribution.30

The Metropolis-Hastings Markov chain Monte Carlo sampling algorithm
offers a general and easy-to-implement way to draw random numbers from a
probability distributions for which no procedural random number generators
are available. Its particularly simple implementation is known as the random
walk Metropolis-Hastings algorithm and involves the following four steps:

1. Given the previous draw θi−1 from f(θ |Y), generate a candidate draw
as follows:

θ∗i = θi−1 + vi , where vi ∼ i.i.d. with Evi = 0 , EvivT
i = S ;

2. Compute:

αi := min

[
1,

f(θ∗i |Y)

f(θi−1 |Y)

]
;

3. Assign the new draw θi from f(θ |Y) as:

θi =

{
θ∗i if αi ≥ ui
θi−1 if αi < ui

, where ui ∼ i.i.d. Uniform[0, 1] ;

4. Repeat Steps 1 to 3 until enough random draws are generated from the
distribution f(θ |Y).

Parameter S of the proposal distribution of vi in the first step of the algorithm
needs to be determined prior to the sampling procedure. Given a set of N
draws {θ1, . . . ,θN} from the posterior distribution f(θ |Y) supplied by the
Metropolis-Hastings or another sampling method, sample moments, kernel
density estimates and other posterior statistics can be computed in the usual
fashion.

The practical implementation of the steps associated with evaluation of the
likelihood function and drawing from the posterior distribution varies from
low-level programming of all necessary steps in one of the mathematical pro-
gramming languages, such as MATLAB R©, to using higher-level packages

30A good survey of Monte Carlo methods in Bayesian statistics can be found in Robert and
Casella (2004).

29



specifically written for the analysis and estimation of DSGE models, such as
Dynare.31 The latter is used for the simulation and estimation of the EP DSGE
model in this paper.

The posterior distributions of the model parameters and all other associated
empirical results, which are reported in Section 6 of this paper, have been
obtained using Dynare toolbox for MATLAB R© as follows. The algorithm is
started with a maximization of the posterior kernel, followed by an evaluation
of the Hessian matrix at the posterior kernel maximum, which is then used as
an input for the main run of the Metropolis-Hastings algorithm to compute the
posterior distributions of the model parameters and other statistics.

5.2. Data and Priors

The EP DSGE model for Estonia introduced in Sections 3 and 4 is ex-
pressed in the form of log-deviations from the constant steady state. In other
words, the model is not designed to explain long-run trends and seasonal fluc-
tuations in the observed macro-economic variables, but rather is focused on
the business cycle frequency features of the main macro-economic aggregates.
Empirical data series are therefore required to undergo a certain treatment be-
fore being used in the evaluation of the model’s likelihood function. This sec-
tion also discusses the choice of priors and calibrated values for the model’s
structural parameters.

The likelihood function of the EP DSGE model is evaluated using 16 data
series, including 6 series that describe the most important euro area macro-
economic indicators. The data series used for model estimation are shown in
Figure 2. All empirical variables are quarterly, covering the time interval from
1995:2 to 2008:3, thus giving 54 observations per data series. All domestic
economy observables are sourced from the EMMA quarterly model of the
Estonian economy (refer to Kattai, 2005). Euro area empirical data series are
taken from the AWM database (refer to Fagan et al., 2005).

As mentioned previously, since the theoretical model is not designed to
pick up seasonal fluctuations in the macro-economic data, all seasonal fea-
tures of the series are removed prior to the estimation using a filter based on
quarterly dummies. The filter allows for a smooth variation in the seasonal
pattern throughout the time period spanned by the data.

Individual data series used to evaluate the EP DSGE model’s likelihood
function are described below:

• Data series for ŷt is computed using linearly de-trended real per capita
31See Dynare’s homepage at www.cepremap.cnrs.fr/dynare and Juillard (2004).

30



1995 2000 2005 2010
2

2.5

3

3.5
Log real per capita consumption, EE

1995 2000 2005 2010
!0.1

0

0.1
ĉt
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Figure 2: Original log data series with trends (left-hand side) and final observ-
ables (right-hand side), 1995:2 to 2008:3
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ables (right-hand side), 1995:2 to 2008:3 (cont.)
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output variable, which itself consists of the sum of real per capita pri-
vate consumption, real per capita investment, real per capita government
consumption and real per capita trade balance;32 see Figure 2;

• Data series for ĉt is based on the national accounts linearly de-trended
real per capita private consumption variable; see Figure 2;

• Data series for ît is the linearly de-trended real per capita firms capital
formation series, based on the national accounts statistics; see Figure 2;

• Data series for x̂t is calculated as the linearly de-trended real per capita
export of goods and services, based on the national accounts statistics;
see Figure 2;

• Data series for êt is computed as the linearly de-trended share of em-
ployed in the working age population, where the latter is defined as 15
to 74 year old;33 see Figure 2;

• Data series for ŵt is based on the linearly de-trended per capita real
wage, which is calculated as the nominal quarterly wage bill net of social
security contributions deflated by the GDP deflator; see Figure 2;

• Data series for π̂dt , π̂xt and π̂mt are calculated as linearly de-trended
quarter-on-quarler changes in the GDP deflator, export deflator, and im-
port deflator series respectively; see Figure 2;

• Data series for r̂nt is obtained by linearly de-trending the 3-month aver-
age deposit rate in Estonia, since no statistics on short-term interest rates
on government obligations is available; see Figure 2;

• Data series for the euro area variables ŷ∗t , ĉ∗t , î
∗
t , ê

∗
t , ŵ

∗
t and r̂n,∗t are

Hodrick-Prescott filtered series of the real per capita output, real per
capita private consumption, real per capita investment, share of em-
ployed in the working age population, real compensation per employee
and the nominal 3-month interest rate respectively; see Figure 2.

Similarly to Smets and Wouters (2003), the lack of suitable working hours
statistics is mitigated by assuming the following ad hoc linkage between the

32Definition of the real output is consistent with the national accounts real GDP aggregate,
apart from the final consumption of non-profit entities, which is excluded from ŷt.

33Although some corrections for part-time employment are made, there is no reliable statis-
tics on the actual working hours available from Statistics Estonia.
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observable economy-wide employment share series êt and the latent labour
effort state variable l̂t:

êt =
β

1 + β
E êt+1 +

1

1 + β
êt−1 +

1

1 + β

(1− βχ)(1− χ)

χ
(l̂t − êt) ,

where χ can be interpreted as an employment adjustment parameter that de-
termines how fast the firms are able to bring in or shed the number of workers
in the face of fluctuations in the required labour effort. A similar function in
terms of the parameters β∗ and χ∗ is assumed to link ê∗t and l̂∗t variables in the
euro area part of the model.

It can be observed that the volatility of Estonian macroeconomic data series
are three to five times larger than the corresponding euro area one; refer to Fig-
ure 2. This is not surprising, considering small size and high degree of open-
ness of the Estonian economy. While none of the “deep” model parameters
are directly linked to the volatility of endogenous variables, it is nevertheless
reasonable to expect some of the estimation results, aside from the standard
errors of the structural shocks, to be affected by this difference.

Table 1: Steady-state shares and calibration
Consumption–income share (C

Y
) 0.5500

Capital–output ratio (α) 0.4600
Capital depreciation rate (δ) 0.0250
Intertemporal discount factor (β) 0.9875
Steady-state wage mark up (λw) 3.0000
Steady-state relative export price (γe) 1.0000
Share of imports in consumption (αc) 0.5000

Notes: The remaining steady-state shares are functions of
these and other model parameters; refer to Appendix 8.4.
for derivation details.

Regarding the choice of prior distributions and calibrated parameters, this
paper follows the usual conventions in the DSGE modeling literature. The
prior distributions and associated hyper-parameters for the Estonian part of
the EP DSGE model are selected according to Adolfson et al. (2007a); refer
to Table 2 for details.34 In addition, some steady-state shares and few “deep”

34It is in the spirit of Bayesian statistics to select priors with a reference to results previ-
ously reported in the context of similar studies. The only related empirical DSGE model based
on Estonian data is Colantoni (2007), which has many similarities to the EP DSGE design.
However, the empirical part of Colantoni (2007) model is relatively unpolished to be consid-
ered a good source of priors for the EP DSGE model. In particular, the likelihood function
in Colantoni (2007) uses only three observables, while the size of his model in terms of the
number of endogenous variables and structural shocks is comparable to the EP DSGE.
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parameters of the model, for which good theoretical reference values are avail-
able, are calibrated; refer to Table 1. Among the calibrated parameters in the
table, the steady-state shares are set to match the corresponding sample aver-
ages, capital-output ratio α is taken from Ratto et al. (2008), the intertemporal
discount factor β is taken from Lendvai and Roeger (2008), corresponding to
the steady-state annual interest rate of 5%, the steady-state wage mark-up pa-
rameter λw is taken from Smets and Wouters (2003), and the remaining param-
eters are selected to have empirically plausible steady-state import-to-output
ratio.

Recall that the euro area part of the model is estimated partly: priors for the
standard error and autoregressive parameters of six structural shocks and the
exogenous fiscal policy process are taken from Smets and Wouters (2003). All
other parameters of the euro area part of the EP DSGE model are calibrated
using the corresponding posterior mode values in Smets and Wouters (2003).
Effectively, degenerate priors have been imposed on “deep” parameters of the
euro area part of the model, which is needed for computational feasibility
reasons.

6. Empirical Results

6.1. Estimated Posterior Distributions

As mentioned in Section 5, posterior distributions and related posterior
statistics for the parameters of the EP DSGE model are computed by Metropolis-
Hastings sampling algorithm implemented in Dynare toolbox for MATLAB R©.
Figure 3 shows three diagnostic graphs that are used to assess convergence of
the Metropolis–Hastings sampling algorithm to a stationary sampling distribu-
tion (refer to Brooks and Gelman, 1998). The figure indicates that an overall
convergence is reached after about 2 × 105 draws. Results for the individ-
ual parameters are also satisfactory, although some diagnostic measures do
suggest instability, especially the ones based on the third moment. However,
for all parameters the Metropolis–Hastings sampling algorithm convergences
after about 2× 105 draws.35

Posterior density graphs of all 52 estimated parameters of the EP DSGE
model are shown in Figure 4. Table 2 reports the corresponding posterior
summary statistics for all estimated parameters, split into several structural
groups. In the remaining part of this subsection, the parameters in Table 2 are
discussed in an order corresponding to their subjective economic importance.

35Diagnostic graphs for the individual parameters are available separately on request.

36



0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 10
5

8

10

12

14
Interval

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 10
5

10

15

20

25

30
m2

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 10
5

50

100

150

200

250
m3

Figure 3: Solid and dashed lines reflect within and between chains recursive
convergence diagnostics measures. The “interval” measure is computed using
empirical 80% confidence intervals around the mean; the “m2” measure is
based on the variance; and the “m3” measure is based on the third moment
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The estimated posterior mean of φfa, that enters the country specific risk
premium function Ω(FAt, ε

risk
t ) in (1), is equal to 0.0294. This value appears

to be relatively low in comparison to some previously reported estimates in
the literature. For example, in Adolfson et al. (2007a) the posterior mean of
this parameter is 0.2520 in their benchmark euro area model.36 The relatively
low estimate of φfa in Table 2 may indicate that the net foreign asset posi-
tion of Estonia cannot fully explain the observed interest rate spread between
domestic and foreign interest rates. This is corroborated by the fact that the
idiosyncratic component of the risk premium function, given by εrisk

t , is very
persistent, with the estimated posterior mean of ρrisk equal to 0.8968, suggest-
ing that it captures a high share of the risk premium variation in the data. This
can partly be explained by data issues: Figure 2 clearly indicates the presence
of two pronounced interest rate spikes in Estonian interest rates in the second
half of the 1990s induced by the Asian and Russian financial crises. These
events coincided with substantial structural shifts in the Estonian banking sec-
tor and a dramatic reduction in the interest rate spread in the following years.
The specification of Ω(FAt, ε

risk
t ) function in (1) might be too parsimonious to

describe these changes, and therefore may warrant a revision in future versions
of the EP DSGE model.

The group of Calvo parameters reported in Table 2 carries information
about the timing of price and wage setting decisions by firms and households
(see Equations (21), (30), (31), and (32)). The plots of prior and posterior
densities for θw, θp, θm and θe in Figure 4 reveal that the data has a lot to say
about these parameters.

Posterior mean of θp, the parameter that governs degree of price stickiness
faced by the domestic intermediate good producers, is estimated at 0.6376.
This implies that domestic prices persist on average for about 2.75 quarters.
This is somewhat lower than a recent survey evidence documented in Dru-
ant et al. (2009) who report an average price duration of 3.33 quarters for
Estonia, even though their methodology does not make a distinction between
domestic and consumer prices. Dabušinskas and Kulikov (2007) also find
Calvo parameters being somewhat higher, in the range between 0.6830 and
0.8632, using three alternative specifications of the New Keynesian Phillips
Curve estimated on a sample of Estonian domestic inflation data from 1994:4
to 2005:3. However, the conclusion of Dabušinskas and Kulikov (2007) that
price setting in Estonia is more flexible than in the euro area still holds: most

36However, their results are subject to substantial variation. In another paper, which es-
timates a similar model on a long sample of Swedish data covering the period from 1980 to
2004, Adolfson et al. (2007b) report a posterior median of φfa in the range between 0.0310
to 0.0460 depending a particular model specification. It must be noted, that the risk premium
function in that paper includes dependence on the expected exchange rate fluctuations, so that
direct comparison to the EP DSGE model results is not possible.
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empirical euro area DSGE models have substantially higher Calvo parameters
associated with domestic price setting (see Smets and Wouters, 2003; Adolf-
son et al., 2007a).

Turning to the export-import sector, it is worth noting that the correspond-
ing price stickiness parameters are considerably lower than θp. The implied
price durations range from 1.34 quarters in the import sector (the posterior
mean of θm is estimated at 0.2532) to just 1.13 quarters in the export sector
(the posterior mean of θe is estimated at 0.1145). Adolfson et al. (2007a) also
report lower price stickiness parameters in the export-import sector relative
to the domestic one in their euro area model, though the implied durations
according to their results range from 1.86 quarters for import prices to 2.77
quarters for export prices.

The posterior mean of the wage stickiness coefficient θw is estimated at
0.4965. According to this result, an average duration of a nominal wage con-
tract in Estonia is about 2 quarters. This is twice lower than the survey evi-
dence in Druant et al. (2009) for Estonia, where nominal wages are found to
stay unchanged for a year on average. The corresponding result for the euro
area also indicates a higher degree of wage stickiness, with an implied nom-
inal wage durations of around 4 quarters (see Smets and Wouters 2003; and
Adolfson et al., 2007a).

The next set of parameters in Table 2 is related to price and wage indexa-
tion. Coefficients τw, τp, τm and τe are linked to the weights of forward- and
backward-looking inflation components in the real wage Equation (21) and
corresponding New Keynesian Phillips Curves (30), (31), and (32). The prior-
posterior density plots in Figure 4 suggest that the data is informative only
about τw and τe indexation coefficients.

The posterior mean of the nominal wage indexation coefficient τw is es-
timated at 0.8617; it is noticeably higher than the corresponding euro area
results documented by Smets and Wouters (2003) and Adolfson et al. (2007a).
The estimated value of τw is difficult to put into perspective, because empiri-
cal evidence about wage indexation in Estonia is patchy. Druant et al. (2009)
report that 34% of Estonian firms index wages to past inflation, but they do not
quantify the degree of indexation adopted by the firms in their survey sample,
making a direct comparison with the estimated τw coefficient problematical.

Another parameter of interest that can be calculated using empirical results
in Table 2 links the real marginal cost term to the domestic inflation rate in the
New Keynesian Phillips Curve Equation (30). This parameter, estimated at the
posterior means of θp and τp, is equal to 0.1217. This is considerably higher
than previously reported by Dabušinskas and Kulikov (2007), were a related
coefficient was found to lie in the range from 0.0026 to 0.0113 depending on
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the model specification, but a formal statistical comparison of these results is
infeasible due to differences in the estimation methodologies.

Other parameters of interest in Table 2 are following. The posterior mean
of σc, the parameter governing inter-temporal elasticity of substitution of a
representative household’s consumption, is equal to 1.3302. It is in line with
the value 1.3910 found by Smets and Wouters (2003) for the euro area, and im-
plies that Estonian households respond to variations in the real interest rate in
the same way as their European counterparts. The external consumption habit
parameter h for Estonia is estimated at 0.8115, which exceeds both bench-
mark results reported for the euro area: 0.5920 in Smets and Wouters (2003)
and 0.7080 in Adolfson et al. (2007a). It can be attributed to the “catching up
with Joneses” effect that characterizes a country with high GDP growth rate
such as Estonia.

The inverse elasticity of work effort with respect to the real wage is con-
trolled by the parameter σl, with the posterior mean of 1.7988 reported in
Table 2. The corresponding elasticity of labour supply with respect to the real
wage is given by 0.5559, which is close to the result obtained in Staehr (2008),
where he finds that a “1 per cent increase in after-tax hourly income would
lead to a 0.6 percentage point increase in individuals being employed”. On the
other hand, Smets and Wouters (2003) find that the posterior mean of σl for
the euro area is equal to 2.5030.

Two other elasticity parameters reported in Table 2 are ηc and η∗, which
are respectively the elasticity of substitution between domestic and imported
consumption goods in Estonia and between imported and domestic consump-
tion goods in the euro area. Their estimated posterior means are very similar:
1.8678 for ηc and 1.7616 for η∗.37 The pair of similar parameters for the euro
area in Ratto et al. (2008) is reported to be 1.1724 and 2.5358 respectively,
while Adolfson et al. (2007a) estimate the value of η∗ at 1.4860.

Parameter ϕ that governs the elasticity of the investment adjustment cost
function is estimated at 7.5716. The corresponding elasticity estimate is 0.1297,
and according to the interpretation in Christiano et al. (2005), this implies that
a 1% permanent change in the price of capital induces about a 13% change in
investment. Similar parameter estimate obtained by Adolfson et al. (2007a)
for the euro area is equal to 8.6700.

Finally, a pairwise comparison of estimated autoregressive parameters for
Estonia and euro area in Table 2 reveals that the dynamics of structural shocks

37The typical estimates from micro-datasets for the elasticity of substitution between do-
mestic and foreign goods range from 5 to 20 (refer to Obstfeld and Rogoff, 2000). However,
macro-datasets usually yield much lower elasticity estimates, typically from 1.5 to 2 (e.g., see
Collard and Dellas, 2002).
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in both parts of the EP DSGE model is similar, except for the inter-temporal
preference shocks ε̂βt and ε̂β,∗t . The posterior distributions of ρβ for Estonia
and ρ∗β for the euro area shown in Figure 4 differ considerably, with the re-
spective posterior means given by 0.2793 and 0.6285, the latter still being
lower than the typical estimates obtained by Smets and Wouters (2003) and
Adolfson et al. (2007a). An explanation of this finding might be related to the
structure of shock transmission within the EP DSGE model: euro area struc-
tural shocks propagate to the Estonian economy, and therefore persistence of
Estonian macroeconomic variables in part depends on the persistence of the
euro area structural shocks. Hence, the inter-temporal preference shock εβt
can be less persistent without compromising the ability of the model to ex-
plain fluctuations of the main Estonian macroeconomic aggregates.

6.2. Model Fit

The Kalman filter representation of a typical DSGE model shown in (42)
permits computation of the one-step ahead linear forecasts E(ỹt|Ft−1) based
on the recursive information sets Ft := {(x̃τ , ỹτ ) : 1 ≤ τ ≤ t} (details can
be found in Hamilton, 1994). This procedure corresponds to the usual idea
of “goodness of fit” evaluation in dynamic time series models, where “fitted”
values are compared to the actual data.38

This “goodness of fit” evaluation of the EP DSGE model is shown in Fig-
ure 5, where the one-step ahead linear Kalman filter forecasts evaluated at the
posterior mode are plotted against all observables for Estonia and euro area
throughout the full sample period. It follows that the empirical fit of the EP
DSGE model is good for the euro area observables, and can informally be
considered adequate for the Estonian macroeconomic variables. The model
produces less satisfactory fit to the real wage, inflation and the the nominal in-
terest rate series. Note that all these series are the most volatile in the sample,
which can partly explain the lack of an adequate fit. Regarding the nominal
interest rate series, there is a pronounced period where the model persistently
“undershoots” the actual data, staring from 1999 and ending in 2006. This is
caused by the cyclical fluctuations in the trade balance and the resulting cycli-
cal increase in the net foreign asset position of Estonia over this time period,
which roughly corresponds to the actual data.39

38There are several methods to validate an empirical DSGE model (refer to An and
Schorfheide, 2007). Among them is the posterior odds comparison of an empirical DSGE
with a Bayesian VAR model, and contrasting the autocorrelation-cross-correlation structure
implied by an empirical DSGE model with that of the real-world data series. A more thorough
model-validation exercise is left for the future revision of the EP DSGE model.

39Note that the net foreign asset position of Estonia has been steadily eroding over the
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Figure 4: Prior distribution (dashed line) and estimated posterior distribution
(solid line) of the EP DSGE model parameters
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(solid line) of the EP DSGE model parameters (cont.)
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ĉt fit

1995 2000 2005 2010
!0.4

!0.2

0

0.2

0.4
ît fit

1995 2000 2005 2010
!0.4

!0.2

0

0.2

0.4
x̂t fit

1995 2000 2005 2010
!0.1

!0.05

0

0.05

0.1
êt fit

1995 2000 2005 2010
!0.05

0

0.05
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Kalman filter forecasts evaluated at the posterior mode (dotted line)
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6.3. Model Response to Structural Shocks

Reaction of the endogenous model variables to structural shocks, such as
changes in the risk premium, preferences or technology, can be examined us-
ing orthogonalized impulse response functions. This technique is commonly
used in time series analysis and is based on the VAR representation of DSGE
models shown in Subsection 5.1. For the estimated EP DSGE model, a collec-
tions of impulse response functions to some of the model’s structural shocks
are shown in Figures 6 to 14.40 Note that these are responses to one standard
deviation positive orthogonalized innovations to the vector of structural shocks
zt, computed using the VAR representation (41), where all model parame-
ters are fixed at the corresponding posterior mode values and the variance-
covarinace matrix Σ is transformed into a diagonal form (refer to Hamilton,
1994).

Figure 9 depicts a number of impulse responses to one standard deviation
orthogonalized innovation to the risk premium shock ε̂risk

t . The set of endoge-
nous variables on this figure, and all other figures showing the impulse re-
sponse functions, contains central macroeconomic quantities related to both
the domestic and euro area economy parts of the model. In order to under-
stand the propagation of this shock through the model, one would ideally need
to appeal to its effect on the real exchange rate, which in turns would have an
impact on the export-import sector of the model. However, while the real ex-
change rate in not an explicit part of the EP DSGE model, the model contains
two relative prices which are implicitly linked to the real exchange rate (see
Equation (A.4) in Appendix 8.1).

A positive and unexpected risk premium shock generates an increase in
both the nominal and real domestic interest rates, which in turn has a pro-
nounced effects on the inter-temporal allocation decisions by the households.
In particular, consumption and capital accumulation activity of the households
decreases in favor of investing into bonds. This generates a demand-driven
downturn in the domestic economy, with an associated decrease in the labour
effort, real wage and the price of capital. On the production side, marginal
cost drops and producer prices start to go down gradually through the standard
mechanism of sticky prices. This leads to a depreciation of the real exchange
rate and an associated rise in exports because of increased competitiveness
vis-à-vis the euro area. At the same time, imports drop because of the lower

entire sample period, as the country borrowed funds needed to restructure its economy. The
cyclical net foreign asset position refers to this data after removing the downward-sloping lin-
ear trend. However, de-trended net foreign asset position data series is not used for estimating
the parameters of the EP DSGE model.

40Due to the space limitations only a subset of all impulse responses is reported in Figures 6
to 14. The full set of results is available from the authors on request.
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domestic demand. The foreign asset position improves and the interest rate
spread decreases to compensate for the initial risk premium shock. Note that
domestic output rebounds sooner than both the consumption and investment
because of the export-driven upturn. None of the euro area endogenous vari-
ables are affected by an idiosyncratic shock to ε̂risk

t , making it essentially one
of the domestic shocks in the EP DSGE model.

Figure 7 depicts the model response to a one standard deviation unexpected
orthogonalized innovation to the technology shock ât. This shock hits the
production side of the domestic economy: productivity of labour and capi-
tal rises uniformly for all intermediate good producers, leading to a decrease
in marginal cost. A gradual process of producer price reduction ensues, and
domestic inflation falls. The real exchange rate depreciates, leading to an in-
crease in the exports to euro area. At the same time, imports fall initially,
because of the substitution effect in favor of the domestic goods. The foreign
asset position of Estonia improves, leading to a reduction of the risk premium
and domestic nominal and real interest rates. As the result, households move
from saving to consumption and capital accumulation, leading to an overall
upturn in the economy. Note that the labour effort initially falls as a result of a
positive technological innovation, a finding that is emphasized by Galì (1999)
(and later corroborated by Smets and Wouters, 2005; Adolfson et al., 2007a;
and others). A combination of sticky wages and prices drives the substitution
from labour to capital at the point of initial impact of the technology shock,
generating this result. The subsequent upturn in the economic activity drives
up both the labour effort and the capital accumulation.

Impact of the investment-specific technology shock ε̂xt on the EP DSGE
model is shown in Figure 8. The propagation mechanism of this shock is stan-
dard in DSGE literature; details can be found in Smets and Wouters (2003).

The model response to one standard deviation orthogonalized innovation
to the domestic price mark-up shock λ̂pt is shown in Figure 11. A positive
shock reduces substitutability between the variety of differentiated domesti-
cally produced intermediate goods, and drives up the mark-ups charged by
the intermediate good producers. As a result, domestic price inflation jumps
up, leading to an appreciation of the real exchange rate and the initial drop in
exports. At the same time, consumers shift from relatively more expensive do-
mestic goods to the cheaper euro area imports. The net foreign asset position
deteriorates, and the spread between domestic and euro area nominal interest
rates increases. From this point on the response of main macroeconomic ag-
gregates is similar to the previously described effect of a risk premium shock:
reduced economic activity drives the marginal cost down, compensating for
the initial jump in mark-ups, domestic prices start falling, the real exchange
rate depreciates, and the exports rebound.
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A positive unexpected wage mark-up shock, induced by one standard de-
viation orthogonalized innovation to λ̂wt , has a very similar effect on the do-
mestic economy. The corresponding collection of impulse response functions
is shown in Figure 10. The only difference with previously described effect of
a price mark-up shock is that the marginal cost is driven up by an initial jump
in real wages.41

The collection of impulse response functions describing an effect of one
standard deviation orthogonalized innovation to the preference shock ε̂βt is de-
picted in Figure 6. A positive preference shock generates a boom-bust re-
sponse of the domestic output in the EP DSGE model. The initial jump in
output is due to an increased optimism of the households that shift from the
capital accumulation to consumption. However, the drop in investment is so
severe, that it quickly generates a bust in the overall level of economic ac-
tivity. Employment, wages and domestic prices start to fall, and the real ex-
change rate depreciates. The latter leads to a subsequent pick-up in the euro
area exports, generating a comeback in economic activity. At the same time,
the initial jump in imports leads to a deterioration of the net foreign asset po-
sition and a gradual widening of the interest rate spread, which moderates the
export-driven rebound.

The remaining part of this subsection covers the effect of three different
euro area shocks on the Estonian economy. Recall that the EP DSGE model
stipulates two types of links between domestic and euro area economy: the
monetary policy channel via the UIP Equation (14) and the trading channel
via the export-import sector described in Subsections 3.3 and 3.4. In addition,
the structural shocks hitting domestic and euro area economy are assumed to
be independent. One of the key assumptions of the EP DSGE model is that
Estonian economy acts like a small open economy on the fringes of the big
euro area economy: none of the domestic shocks in Figures 6 to 11 affect euro
area macroeconomic variables.

Consider a monetary policy shock that hits the euro area economy; see
Figure 14 for the corresponding collection of impulse response functions. A
positive euro area monetary policy shock has well-known effects on its output
and inflation; a detailed description of these effects can be found in Smets and

41The effect of a wage mark-up shock can be interpreted in different ways. If the shock is
seen as a measure of how strong the trade unions are in the economy, wages rise in response
to a positive wage mark-up shock because the unions have more bargaining power and can
contract higher wages. According to the wage bargaining theory, this results in a lower overall
employment in the economy. A different view on the wage mark-up shock is that it measures
specific skills of different employees, and thereby substitutability of different types of labour
in the economy. When a positive wage mark-up shock occurs, the labour demand described
by (19) becomes less elastic, and the households that supply labour can earn a higher premium
on their specific skills.
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Wouters (2003). The model also generates an endogenous response of the euro
area monetary policy authority to this shock; see Equation (38).

What are the effects of this shock on the Estonian economy? There are two
effects which have a negative impact on the domestic output. Firstly, exports
fall because of a decrease in the euro area output, at the same time imports
from the euro area increase as they become relatively cheaper. Secondly, do-
mestic nominal interest rate gradually increases because of the higher euro
area interest rate and a deterioration in the net foreign asset position. Down-
turn in Estonian economy depresses consumption, wages and employment, as
well as domestic prices. The latter helps to improve competitiveness vis-à-vis
the euro area and has a moderating effect on the downturn.

Next, consider an euro area wage mark-up shock; the model responses are
depicted in Figure 13. A positive wage mark-up shock effectively makes euro
area less competitive vis-à-vis the Estonian economy. As a result, domestic
economy experiences a boom driven by increased exports and the shift from
relatively more expensive euro area imports to the domestically produced sub-
stitutes. Domestic investment, employment and wages increase, giving the
households an extra income to spend on the consumption goods. Eventually,
the net foreign asset position starts deteriorating due to the increased imports,
and the interest rate spread widens, moderating the initial domestic economy
boom.

The final euro area shock considered in this subsection is a one standard
deviation orthogonalized positive innovation to â∗t shown in Figure 12. Its ef-
fect is essentially opposite to the previously described euro area wage mark-up
shock: this time the euro area competitiveness improves vis-à-vis the Estonian
economy. A foreign trade induced downturn in the domestic economic activity
ensues, exaggerated by a rapid deterioration in the net foreign asset position
and a resulting increase of the domestic nominal interest rate.

6.4. Variance Decomposition Analysis

The relative importance of various structural shocks included into the EP
DSGE model can be measured by the share of total variation that a particular
shock helps to explain for each endogenous variable of the model. The vari-
ance decomposition methodology is borrowed from the time series analysis
(refer to Hamilton, 1994), and can be applied to DSGE models written in VAR
form as shown by Equation (42).

Table 3 presents the variance decomposition results for the main endoge-
nous variables of the EP DSGE model.42 Full complement of 16 structural

42This results are produced by Dynare and are based on 20 lags approximation to the
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Figure 6: Impulse response functions (expressed in percentage deviations from
the steady states) to one standard deviation orthogonalized innovation to ε̂βt
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Figure 7: Impulse response functions (expressed in percentage deviations from
the steady states) to one standard deviation orthogonalized innovation to ât
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Figure 8: Impulse response functions (expressed in percentage deviations from
the steady states) to one standard deviation orthogonalized innovation to ε̂xt
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Figure 9: Impulse response functions (expressed in percentage deviations from
the steady states) to one standard deviation orthogonalized innovation to ε̂risk

t
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ŵt

5 10 15 20
!0.01

0

0.01

π̂d
t

5 10 15 20
!0.01

0

0.01

π̂e
t

5 10 15 20
!0.5

0

0.5
π̂m

t

5 10 15 20
!5

0

5
x 10

!3 r̂n
t

5 10 15 20
!0.5

0

0.5
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Figure 10: Impulse response functions (expressed in percentage deviations
from the steady states) to one standard deviation orthogonalized innovation to
λ̂wt
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Figure 11: Impulse response functions (expressed in percentage deviations
from the steady states) to one standard deviation orthogonalized innovation to
λ̂pt

60



5 10 15 20
!0.06

!0.04

!0.02

0

0.02
ŷt
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Figure 12: Impulse response functions (expressed in percentage deviations
from the steady states) to one standard deviation orthogonalized innovation to
â∗t
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Figure 13: Impulse response functions (expressed in percentage deviations
from the steady states) to one standard deviation orthogonalized innovation to
λ̂w,∗t
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Figure 14: Impulse response functions (expressed in percentage deviations
from the steady states) to one standard deviation orthogonalized innovation to
ε̂r,∗t
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innovations and the set of endogenous variables are divided into two groups:
those related to the domestic economy and those linked to the euro area econ-
omy. The table can therefore be subdivided into four quadrants. The upper
left quadrant shows a contribution of the domestic innovations to the Esto-
nian economy. The results are mostly in line with the structural assumptions
underlying most of the innovations, but some comments are still warranted.
Two domestic innovations, the fiscal policy innovation ugt and the export price
mark-up innovation uet , appear to have a very limited contribution to the dy-
namics of model variables. Somewhat unexpectedly, the domestic price mark-
up innovation upt adds very little to the dynamics of domestic inflation π̂dt , but
at the same time contributes significantly to other parts of the Estonian econ-
omy. The lower left quadrant of Table 3 is filled with zeros because Estonian
innovation have no effect on euro area state variables.

Moving on to the contribution of euro area structural innovations, the lower
right quadrant of Table 3 gives variance decomposition of the EP DSGE model’s
euro area part. This decomposition is similar to the results reported in Smets
and Wouters (2003). The upper right quadrant of the table shows contribu-
tion of the euro area innovations to the Estonian economy. It can be observed
that the euro area price and wage mark-up innovations, denoted up,∗t and uw,∗t
respectively, explain a significant share of the variation of most domestic en-
dogenous variables. Given the small open economy nature of Estonia in the EP
DSGE model, this result is not unexpected. However, these two innovations
easily overwhelm the effect of most domestic innovations, which is especially
noticeable in the case of domestic inflation π̂dt , real interest rate r̂t, and price
of capital q̂t.

7. Conclusion

This paper works out the theoretical foundations and reports Bayesian es-
timations results for the first version of an open economy dynamic stochastic
general equilibrium model for Estonia. The model is designed to match the
key characteristics of the Estonian economy: the currency board regime, free
capital mobility and dependence on the external economic environment via
foreign trade. These are typical features of a small open economy in the vicin-
ity of a much larger economic area. The EP DSGE model consists of two
inter-dependent parts: the domestic economy part describing Estonia and the
euro area part acting as a large closed economy with the monetary policy and
trade linkages to the first part. The evolution of Estonian economy is described

unconditional variance-covariance matrix of the vector of state variables. Full variance de-
composition results are available from the authors on demand.
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ĉ∗ t

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
47

0.
82

13
.2

8
57

.0
4

14
.9

8
10

.2
9

3.
12
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by 25 state variables and 9 structural shocks, while the euro area part consists
of 13 state variables and 7 structural shocks.

The empirical part of this paper reports Bayesian estimation results, im-
pulse response functions and variance decomposition of the main endogenous
variables of the model. Out of 59 structural parameters in the EP DSGE model,
52 are estimated using a data sample consisting of 16 macroeconomic series
for Estonia and euro area. The main empirical findings are largely in line with
previous studies for Estonia, whenever a direct comparison can be made. It
is worth mentioning that the net foreign asset position of Estonia is found to
be an economically significant factor in explaining the country risk premium
in the UIP equation, but the empirical results suggest that other explanatory
factors may also be warranted.

The empirical relevance of structural shocks in the model is assessed by
the variance decomposition of the main endogenous variables. It is found that
three most important domestic shocks in explaining the variability of Estonian
macroeconomic series are the consumption preference shock and two technol-
ogy shocks. Euro area shocks also play a prominent role in driving the dynam-
ics of Estonian macroeconomic aggregates. Among the most significant euro
area shocks that affect Estonia are the price and wage mark-up shocks.

The first version of the EP DSGE model described in this paper is focused
on the business cycle frequency fluctuations of the main Estonian macroeco-
nomic aggregates, leaving their long-run trends aside. Future developments of
the model are likely to incorporate the long-run dynamics as well, considering
that Estonia is still experiencing the effects of real and nominal convergence as
it catches up with the developed euro area economies. Other potential future
extensions of the model include incorporation of the financial sector with the
associated frictions, integration of the housing sector together with collateral-
constrained households, and expansion of the government sector.

8. Appendix

8.1. Relative Prices, Marginal Costs and the Real Exchange
Rate

A number of relative prices and marginal cost terms used in the EP DSGE
model are defined in this appendix, together with their log-linearized versions.
In addition, the real exchange rate is defined as well.

Let the ratio of consumer prices to domestic prices in the Estonian economy
be denoted by γct . The definition and the corresponding log-linearized version
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of γct are given by:

γct :=
P c
t

P d
t

, γ̂ct = p̂ct − p̂dt .

By adding and subtracting p̂ct−1 and p̂dt−1 on the left-hand side of the last ex-
pression, one obtains:

γ̂ct = π̂ct − π̂dt + γ̂ct−1 .

Let γet denote the ratio of export prices of Estonian goods to the euro area
prices. Then:

γet :=
P e
t

P ∗t
, γ̂et = p̂et − p̂∗t , γ̂et = π̂et − π̂∗t + γ̂et−1 . (A.1)

Let γ∗t denote the relative producer price in the Estonian economy to the
corresponding euro area price. Then γ∗t = MCe

t γ
e
t by the definition of MCe

t

in Footnote 25 and γet in Equation (A.1):

γ∗t :=
P d
t

e P ∗t
= MCe

t γ
e
t , γ̂∗t = p̂dt − p̂∗t = m̂cet + γ̂et . (A.2)

The log-linearized version of MCe
t defined in Footnote 25 is given by

m̂cet = p̂dt − p̂et , from where:

m̂cet = π̂dt − π̂et + m̂cet−1 .

Let γmt denote the ratio of import prices to domestic prices in the Estonian
economy:

γmt :=
Pm
t

P d
t

, γ̂mt = p̂mt − p̂dt , γ̂mt = π̂mt − π̂dt + γ̂mt−1 . (A.3)

Using the definition of MCm
t in Footnote 24 together with Equation (A.2):

m̂cmt = p̂∗t − p̂mt = p̂dt − m̂c
e
t − γ̂et − p̂mt ,

from where by definition of γ̂mt in Equation (A.3) follows:

m̂cmt = −m̂cet − γ̂et − γ̂mt .

Finally, definition of the real exchange rate e∗t in terms of the relative con-
sumer prices is given by:

e∗t :=
e P ∗t
P c
t

.
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Multiplying it by P dt
P dt

and using the definition of γ∗t and γct leads to the following
expression:

e∗t =
e P ∗t
P c
t

P d
t

P d
t

=
1

γ∗t γ
c
t

. (A.4)

An increase (decrease) in either γ∗t or γct or both implies a decrease (increase)
of the real exchange rate, which means an appreciation (depreciation) given
the previous definition.

8.2. The Log-Linearized Model for Estonia

The aggregate resource constraint:

ŷt = (1− αc)(γc)ηc
C

Y
(ĉt + ηcγ̂

c
t ) +

I

Y
ît +

G

Y
ĝt +

X

Y
x̂t ;

Export dynamics:

x̂t = (γe)−η∗
Y ∗

X
(ŷ∗t − η∗γ̂et ) ;

Import dynamics:

m̂t =
C

M

[
ĉt − ηc(1− αc)(γc)−(1−ηc)γ̂mt

]
;

The net foreign assets law of motion:43

1

Y
f̂at =

Y ∗

Y

[
ŷ∗t − η∗γ̂et − m̂c

e
t

]
+
M

Y
γ̂∗t

− M

Y

[
ĉt − ηc(1− αc)(γc)−(1−ηc)γ̂mt

]
+

1

Y
Rn f̂at−1 ;

The Fisher equation:

r̂t = r̂nt − Et π̂
c
t+1 ;

The consumption Euler equation:

ĉt =
h

1 + h
ĉt−1 +

1

1 + h
Et ĉt+1 −

1− h
σc(1 + h)

r̂t + ε̂βt ;

43The steady-state assumptions under which this equation is derived are the following:
FA = 0, log Ω(FA, 1) = 0, γe = γ∗ = MCe = 1, Rn = Rn,∗. Steady-state values of other
parameters are shown in Appendix 8.4..

68



Real wage dynamics:

ŵt =
β

1 + β
Et ŵt+1 +

1

1 + β
ŵt−1 +

β

1 + β
Et π̂

c
t+1 −

1 + βτw
1 + β

π̂ct +
τw

1 + β
π̂ct−1

− 1

1 + β

(1− βθw)(1− θw)(
1 + 1+λw

λw
σl
)
θw

[
ŵt − σl l̂t −

σc
1− h

(ĉt − hĉt−1)
]

+ λ̂wt ;

The households’ investment decision equation, where ϕ := S ′′(1) is elasticity
of the investment adjustment cost function S:

ît =
1

1 + β
ît−1 +

β

1 + β
Et ît+1 +

1

1 + β

1

ϕ
q̂t + ε̂xt ;

Price of capital dynamics:

q̂t = −r̂t +
1− δ

1− δ +R
Et q̂t+1 +

R

1− δ +R
Et r̂

k
t+1 ;

The production function, where ψ := Ψ′(1)
Ψ′′(1)

is the inverse elasticity of the cap-
ital utilization cost function Ψ, and φ is the share of fixed cost in production:

1

1 + φ
ŷt = ât + α k̂t−1 + αψ r̂kt + (1− α) l̂t ;

labour demand:44

l̂t = −ŵt + (1 + ψ) r̂kt + k̂t−1 ;

Employment adjustment equation:

êt =
β

1 + β
E êt+1 +

1

1 + β
êt−1 +

1

1 + β

(1− βχ)(1− χ)

χ
(l̂t − êt) ;

Marginal cost dynamics:

m̂ct = α r̂kt + (1− α) ŵt − ât ;
44 Log-linearized form of Equation (6) is given by:

Rk(1 + r̂kt ) = Ψ′(1) + Ψ′′(1) ẑt .

Note that in the steady state Equation (6) satisfies Rk = Ψ′(z) = Ψ′(1). Hence:

ẑt =
Ψ′(1)
Ψ′′(1)

r̂kt = ψ r̂kt .

Log-linearized form of Equation (26) is given by:

l̂t = −ŵt + r̂kt + ẑt + k̂t−1 .

Combining the two previous equations leads to the labour demand function shown in the text.
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The capital accumulation equation:

k̂t = δ
(̂
it + ϕ ε̂xt

)
+ (1− δ) k̂t−1 ;

Domestic inflation dynamics is given by the New Keynesian Phillips Curve:

π̂dt =
β

1 + βτp
Et π̂

d
t+1+

τp
1 + βτp

π̂dt−1+
1

1 + βτp

(1− βθp)(1− θp)
θp

m̂ct+λ̂
p
t ;

The inflation dynamics of imported consumption goods:

π̂mt =
β

1 + τmβ
Et π̂

m
t+1+

τm
1 + τmβ

π̂mt−1+
1

1 + τmβ

(1− θm)(1− βθm)

θm
m̂cmt +λ̂mt ;

The inflation dynamics of exported consumption goods:

π̂et =
β

1 + τeβ
Et π̂

e
t+1+

τe
1 + τeβ

π̂et−1+
1

1 + τeβ

(1− θe)(1− βθe)
θe

m̂cet+λ̂
e
t ;

The marginal cost of imported consumption goods:

m̂cmt = −m̂cet − γ̂et − γ̂mt ;

The marginal cost of exported consumption goods:

m̂cet = π̂ct − π̂et + m̂cet−1 ;

The ratio of consumer prices to domestic prices:45

γ̂ct = π̂ct − π̂dt + γ̂ct−1 ;

The ratio of import prices to domestic prices:45

γ̂mt = π̂mt − π̂dt + γ̂mt−1 ;

The ratio of export prices to the euro area consumer prices:45

γ̂et = π̂et − π̂∗t + γ̂et−1 ;

The ratio of domestic to euro area prices:45

γ̂∗t = m̂cet + γ̂et ;

Consumer price inflation:

π̂ct = (1− αc)(γc)1−ηc π̂dt + αc(γ
m)1−ηc π̂mt ;

45Refer to Appendix 8.1 for details.
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The monetary policy equation, also known as the modified UIP condition:

r̂nt = r̂n,∗t − φfa f̂at + ε̂risk
t ;

Exogenous fiscal policy:46

ĝt = ρgĝt−1 + ugt , ugt ∼WN(0, σ2
g) ;

Structural shocks:

Preference: ε̂βt = ρβ ε̂
β
t−1 + uβt , uβt ∼WN(0, σ2

β);
Technology: ât = ρa ât−1 + uat , u

a
t ∼WN(0, σ2

a);
Investment-specific technology: ε̂xt = ρx ε̂

x
t−1 + uxt , uxt ∼WN(0, σ2

x);
Risk premium: ε̂risk

t = ρrisk ε̂
risk
t−1 + urisk

t , urisk
t ∼WN(0, σ2

risk);
Wage mark-up: λ̂wt − λw = ρw(λ̂wt−1 − λw) + uwt , uwt ∼WN(0, σ2

w);
Domestic price mark-up: λ̂pt − λp = ρp(λ̂

p
t−1 − λp) + upt , upt ∼WN(0, σ2

p);
Import price mark-up: λ̂mt = ρm λ̂

m
t−1 + umt , umt ∼WN(0, σ2

m);
Export price mark-up: λ̂et = ρe λ̂

e
t−1 + uet , uet ∼WN(0, σ2

e).

8.3. The Log-Linearized Model for the Euro Area47

The aggregate resource constraint:

ŷ∗t =
C∗

Y ∗
ĉ∗t +

I∗

Y ∗
î∗t +

G∗

Y ∗
ĝ∗t +

K∗

Y ∗
Rk,∗ψ∗ r̂k,∗t ;

The Fisher equation:

r̂∗t = r̂n,∗t − Et π̂
∗
t+1 ;

46Fiscal policy in the model is given by equaton (34):

logGt = ρg logGt−1 + ugt .

By substitutingGt with its definition in terms of the percentage deviation from its steady-state
G, i.e. Gt = G(1 + ĝt), the equation becomes:

logG(1 + ĝt) = ρg logG(1 + ĝt−1) + ugt ,

and its log-linear approximation is given by:

ĝt = ρg ĝt−1 + ugt .

Other exogenous shock processes in the model are approximated around their corresponding
steady states in the similar manner.

47Refer to Smets and Wouters (2003) for a detailed coverage of the euro area model. The
inflation objective, price of capital and labour supply shocks are missing in this version of
their model. The relative risk aversion parameter is set to unity.
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The consumption Euler equation:

ĉ∗t =
h∗

1 + h∗
ĉ∗t−1 +

1

1 + h∗
Et ĉ

∗
t+1 −

1− h∗

1 + h∗
r̂∗t + ε̂β,∗t ;

Real wage dynamics:

ŵ∗t =
β∗

1 + β∗
Et ŵ

∗
t+1 +

1

1 + β∗
ŵ∗t−1 +

β∗

1 + β∗
Et π̂

∗
t+1 −

1 + β∗τ ∗w
1 + β∗

π̂∗t +
τ ∗w

1 + β∗
π̂∗t−1

− 1

1 + β∗
(1− β∗θ∗w)(1− θ∗w)(

1 + 1+λ∗w
λ∗w

σ∗l
)
θ∗w

[
ŵ∗t − σ∗l l̂∗t −

1

1− h∗
(ĉ∗t − h∗ĉ∗t−1)

]
+ λ̂w,∗t ;

The household investment decision equation, where ϕ∗ := S ′′(1) is elasticity
of the investment adjustment cost function S:

î∗t =
1

1 + β∗
î∗t−1 +

β∗

1 + β∗
Et î

∗
t+1 +

1

1 + β∗
1

ϕ∗
q̂∗t + ε̂x,∗t ;

Price of capital dynamics:

q̂∗t = − r̂∗t +
1− δ∗

1− δ∗ +R∗
Et q̂

∗
t+1 +

R∗

1− δ∗ +R∗
Et r̂

k,∗
t+1 ;

The production function, where ψ∗ := Ψ′(1)
Ψ′′(1)

is the inverse of the elasticity of
the capital utilization cost function and φ∗ is the share of fixed cost in produc-
tion:

1

1 + φ∗
ŷ∗t = â∗t + α∗ k̂∗t−1 + α∗ψ∗ r̂k,∗t + (1− α∗) l̂∗t ;

labour demand:48

l̂∗t = −ŵ∗t + (1 + ψ∗)r̂k,∗t + k̂∗t−1 ;

Employment adjustment equation:

ê∗t =
β∗

1 + β∗
E ê∗t+1 +

1

1 + β∗
ê∗t−1 +

1

1 + β∗
(1− β∗χ∗)(1− χ∗)

χ∗
(l̂∗t − ê∗t ) ;

Marginal cost dynamics:

m̂c∗t = α∗ r̂k,∗t + (1− α∗) ŵ∗t − â∗t ;

The capital accumulation equation:

k̂∗t = δ∗
(̂
i∗t + ϕ∗ ε̂x,∗t

)
+ (1− δ∗) k̂∗t−1 ;

48See Footnote 44 for derivations details.
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Euro area inflation dynamics is given by the New Keynesian Phillips Curve:

π̂∗t =
β∗

1 + β∗τ ∗p
Et π̂

∗
t+1+

τ ∗p
1 + β∗τ ∗p

π̂∗t−1+
1

1 + β∗τ ∗p

(1− β∗θ∗p)(1− θ∗p)
θ∗p

m̂c∗t+λ̂
p,∗
t ;

The monetary policy rule:49

r̂n,∗t =φm r̂
n,∗
t−1 + (1− φm)

[
rππ̂

∗
t−1 + ry(ŷ

∗
t−1 − ŷ

p,∗
t−1)
]

+ r∆π(π̂∗t − π̂∗t−1) + r∆y

[
ŷ∗t − ŷ

p,∗
t − (ŷ∗t−1 − ŷ

p,∗
t−1)
]

+ ε̂r,∗t ;

Exogenous fiscal policy:

ĝ∗t = ρ∗g ĝ
∗
t−1 + ug,∗t , ug,∗t ∼WN(0, σ2

g,∗) ;

Structural shocks:

Preference: ε̂β,∗t = ρ∗β ε̂
β,∗
t−1 + uβ,∗t , uβ,∗t ∼WN(0, σ2

β,∗);
Technology: â∗t = ρ∗a â

∗
t−1 + ua,∗t , ua,∗t ∼WN(0, σ2

a,∗);
Investment-specific technology: ε̂x,∗t = ρ∗x ε̂

x,∗
t−1 + ux,∗t , ux,∗t ∼WN(0, σ2

x,∗);
Wage mark-up: λ̂w,∗t − λ∗w = ρ∗w(λ̂w,∗t−1 − λ∗w) + uw,∗t , uw,∗t ∼WN(0, σ2

w,∗);
Price mark-up: λ̂p,∗t = ρ∗p λ̂

p,∗
t−1 + up,∗t , up,∗t ∼WN(0, σ2

p,∗);
Monetary policy: ε̂r,∗t = ρ∗r ε̂

r,∗
t−1 + ur,∗t , ur,∗t ∼WN(0, σ2

r,∗).

8.4. The Steady State

In this section the steady state values of the main EP DSGE model endoge-
nous variables are derived analytically.

Let the interest rate parity hold in the steady state:

Rn = Rn,∗ .

Then it follows from Equation (14) that:

Ω(FA, 1) = 1 ,

which, given log Ω(FA, 1) = −φfa FA and the previous equation, implies that
in the steady state:

FA = B∗ = 0 . (A.5)

The steady state value of the return on capital Rk can be obtained from
Equation (13) under the conditions of no investment adjustment cost, steady-
state capital utilization rate z = 1, and Ψ(1) = 0:

Rk = Rn − 1 + δ .
49The potential output level is denoted by ŷp,∗t ; refer to Section 4 for details.
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Keeping in mind that Rn = 1
β

because of the zero inflation steady state, one
can write the steady-state return on capital Rk as:

Rk = β−1 − 1 + δ . (A.6)

Steady-state aggregate real profit is given by:

Π = (1 + λp)Y −RkK − W

P d
L− Φ ,

where λp is is the steady-state mark-up parameter defined in Subsection 3.2.1,
and Φ is the aggregate real fixed cost term (see Subsection 3.2.2). In equi-
librium, the entire income is divided between capital and labour shares Y =
RkK + W

P d
L, but due to the fixed cost the steady-state real profit is zero

0 = Π = (1 + λp)Y − Y − Φ = λp Y − Φ ,

from where:

Φ = λp Y . (A.7)

Using the fact that in the steady state all firms have the same production plans
and use the same technology (23), the previous equation can be written as:

Φ = λp
[(

K

L

)α
L− Φ

]
.

Solving for Φ gives the following expression for the steady-state fixed cost
parameter:

Φ =
λp

1 + λp

(
K

L

)α
L . (A.8)

Finally, combining Equation (A.7) with (A.8) gives the steady state output Y :

Y =
1

1 + λp

(
K

L

)α
L . (A.9)

From Equation (35), the steady-state capital utilization rate z = 1, and
Ψ(1) = 0, the aggregate resource constraint in the steady state is given by:

Y = Cd + Cm + I +G+X −M ,

which by Equation (36) reduces to:

Y = Cd + I +G+X . (A.10)
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Now, given the steady-state value of the foreign assets position in (A.5),
Equation (37) implies that real imports and exports are equal in the steady
state:

X = M = Cm = αc

(
Pm

P c

)−ηc
C ,

where the last equality comes from Equation (17). Multiplying by
(
P d

P d

)−ηc
and using definitions of γc and γm in Appendix 8.1:

X = αc

(
γc

γm

)ηc
C . (A.11)

Next, from Equation (16) the steady-state level of domestic consumption
is:

Cd = (1− αc)
(
P d

P c

)−ηc
C ,

from where by definition of γc in Appendix 8.1:

Cd = (1− αc)(γc)ηc C . (A.12)

Substituting Equations (A.11) and (A.12) into (A.10) and keeping in mind
that the steady-state investment is given by I = δK by Equation (2), the
aggregate resource constraint in the steady state can be written as:

Y = (1− αc)(γc)ηc C + δK +
G

Y
Y + αc

(
γc

γm

)ηc
C .

Letting g := G
Y

, and re-arranging and solving for C gives:

[(1− αc)(γm)ηc + αc]

(
γc

γm

)ηc
C = (1− g)Y − δK .

Now, letting ξ := [(1 − αc)(γm)ηc + αc]
(
γc

γm

)ηc , the previous expression be-
comes:50

C =
1

ξ

[
(1− g)Y − δ K

]
.

Finally, using Equation (A.9), the steady state consumption level in terms of
K
L

and L is:

C =
1

ξ

[
1− g
1 + λp

(
K

L

)α
− δ K

L

]
L . (A.13)

50Note, that in the closed-economy case ξ = 1 because the share of imports in consumption
is zero (αc = 0) and the CPI is equal to the domestic price index (γc = 1).
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An expression for K
L

is needed. Because in the steady state there is no price
stickiness and other inefficiencies, the steady-state value of the real marginal
cost is given by the inverse of the mark-up (refer to Footnote 22):

MC =
1

1 + λp
.

The steady-state version of Equation (27) combined with the previous expres-
sion gives the following:

1

1 + λp
=

(
1

1− α

)1−α(
1

α

)α
(Rk)α

(
W

P d

)1−α

.

Solving for W
P d

:

W

P d
=

[
(1 + λp)

(
1

1− α

)1−α(
1

α

)α
(Rk)α

]− 1
1−α

. (A.14)

The steady-state version of Equation (26) is given by:

K

L
=

α

1− α
W

P d

1

Rk
.

Substituting Equation (A.14) into this expression gives:

K

L
=

α

1− α

[
(1 + λp)

(
1

1− α

)1−α(
1

α

)α
(Rk)α

]− 1
1−α

1

Rk
=

[
α

1 + λp
1

Rk

] 1
1−α

and using the expression for Rk from Equation (A.6) leads to the steady-state
capital-labour ratio:

K

L
=

[
α

1 + λp
1

β−1 − 1 + δ

] 1
1−α

. (A.15)

Substituting the previous expression into Equation (A.13) and re-arranging
the terms gives the steady-state consumption in terms of L:

C =

[
ξ

(1− g)(β−1 − 1)− gδ

]−1 [
α

1 + λp
1

β−1 − 1 + δ

] 1
1−α

L . (A.16)

Value of L in the steady state remains to be derived. The steady-state form
of the optimal labour supply condition (10) combined with Equation (4) is
given by:

W

P c
= Lσl

[
(1− h)C

]σc ,
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which can be re-expressed in terms of W
P d

using γc as follows:

W

P d
= γcLσl

[
(1− h)C

]σc ,

Combining the previous equation with (A.16) and (A.14) gives the steady-state
value of L:

Lσl+σc =

[
ξ

(1− g)(β−1 − 1)− gδ
· 1

1− h

]σc [ α

1 + λp

] 1−σc
1−α

[
1

β−1 − 1 + δ

]α−σc
1−α

· 1− α
α

1

γc
.

(A.17)

The final expression for the steady-state value of C is derived by substitut-
ing out L in Equation (A.16) using the previous expression:

C =

[
ξ

(1− g)(β−1 − 1)− gδ

]− σl
σl+σc

[
1

1− h

] σc
σl+σc

[
α

1 + λp

] 1+σl
(1−α)(σl+σc)

·
[

1

β−1 − 1 + δ

] α+σl
(1−α)(σl+σc)

[
1− α
α

1

γc

] 1
σl+σc

.

The steady-state value ofK follows from Equation (A.15) in a similar manner:

K =

[
ξ

(1− g)(β−1 − 1)− gδ
· 1

1− h

] σc
σl+σc

[
α

1 + λp

] 1+σl
(1−α)(σl+σc)

·
[

1

β−1 − 1 + δ

] α+σl
(1−α)(σl+σc)

[
1− α
α

1

γc

] 1
σl+σc

.

The steady-state investment is related to the previous expression via I = δK:

I = δ

[
ξ

(1− g)(β−1 − 1)− gδ
· 1

1− h

] σc
σl+σc

[
α

1 + λp

] 1+σl
(1−α)(σl+σc)

·
[

1

β−1 − 1 + δ

] α+σl
(1−α)(σl+σc)

[
1− α
α

1

γc

] 1
σl+σc

.

Finally, the steady-state output Y is derived by combining Equation (A.9)
with (A.15) and the steady-state value of L given by (A.17):

Y =

[
ξ

(1− g)(β−1 − 1)− gδ
· 1

1− h

] σc
σl+σc

[
α

1 + λp

] 1+σl
(1−α)(σl+σc)

·
[

1

β−1 − 1 + δ

]α(σl+σc)+α−σc
(1−α)(σl+σc)

[
1− α
α

1

γc

] 1
σl+σc

.

77



Some important steady-state ratios that follow from the previous expres-
sions and Equation (A.11) are following:

C

Y
=

1

ξ

[
1−g− δ

β−1 − 1 + δ

]
,
I

Y
=

δ

β−1 − 1 + δ
,
X

Y
=
M

Y
= αc

( γc
γm

)ηcC
Y

.
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